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ABSTRACT

Markov chain theory is a popular statistical tool applied probability that is quite useful in mddej
real-world computing applications. Over the pasarnge there has been grown interest to employ Markov
chain theory in statistical learning of temporal(i time series) data. A wide range of applicatitmsd to
utilize Markov concepts; such applications includmmputational linguists, image processing,
communications, bioinformatics, finance systems,.let fact, Markov processes based research applied
with great success in many of the most efficieninahlanguage processing (NLP) tools. Hence, iaper
explores the Markov chain theory and its extensimlden Markov models (HMM) in (NLP) applications.
This paper also presents some aspects related t@dMahains and HMM such as creating transition and
observation matrices, calculating data sequencebabilities, extracting the hidden states, and peofi
HMM.
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1.INTRODUCTION

Markov chains theory is increasingly being adopietktal-world computing applications since it
provides a convenient way for modelling temporahetseries data. At each clock tick, the
system moves into a new state that can be the aarthe previous one. A Markov chain model is
a statistical tool that captures the patterns dégrecies in pattern recognition systems. For this
reason, Markov chain theory is appropriate in rtlangue processing (NLP) where it naturally
characterized by dependencies between patterns asiatharacters or words. Reference [1]
demonstrated the limitations of using hand-writtales in NLP applications, and the reasons
why to move toward statistical approaches.

Markov chains are directed graphs (a graphical Mddat generally used with relatively long
data sequences for data-mining tasks. Such tasksdan prediction, classification, clustering,
pattern discovery, software testing, multimedialygsis, networks, etc. Reference [2] indicated
that there are two reasons of Markov chains pojtylarery rich in mathematical structure and
work well in practice for several important appticas. Hidden Markov models (HMM) are an
extension of Markov chains that used to find theldenh system’s states based on the
observations. Consequently, the conventional HMMcdbed as follows. Given a sequence of
observations, based on the trained model thatdititaining data best, find the hidden states that
most likely have generated the observations.

In order to facilitate the research in this directithis paper provides a survey of this so popular
data modelling technique. However, because of tide wange of the research domains that uses
this technique. We specifically focus on the NLRated applications. Reference [3] lists some
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domains that utilize Markov chains theory whichlude: physics, chemistry, testing, speech
recognition, information sciences, queuing thearigrnet applications, statistics, economics and
finance, social sciences, mathematical biologyeges, games, music, baseball, text generators,
bioinformatics. Reference [4] lists the five grestapplications of Markov chains that include
Scherr’s application to computer performance evaloaBrin and Page’s application to Page
Rank and Web Search, Baum’s application to HMM, nBloa’s application to information
theory, and Markov's application to Eugeny Onegin.

This paper organized as follows. The next sectiogsgnts a background of Markov chains
theory. Section 3 highlights the main concepts bf\Hfollowed by description of profile HMM

in section 4. In section 5, we present the liteetteview of both Markov chains and HMM.
Finally, we conclude in section 5.

2. M ARKOV CHAINS

In the early of twentieth century, Andrei Markovedshis name to indicate for the theory he
proposed, [5].Markov chains are quite popular impatational linguistics for data modelling. A
Markov chain is a memory less stochastic modeldkatribes the behaviour of an integer-valued
random process. The behaviour is the simple forndegfendency in which the next state (or
event) depends only on the current state. Accorttiri§], a random process said to be Markov if
the future of the process, given the present,dependent of the past. To describe the transitions
between states, a transition diagram used to desthie model and the probabilities of going
from one state to another. For example, Figureolvsta Markov chain diagram with three states
(Easy, Ok, and Hard) that belong to exam casesstaes). In the figure, each arc represents the
probability value for transition from one stateatwother.

Figure 1. A Simple Markov chain with three states

Markov chain diagrams are generally representedgusiate transition matrices that denote the
transition probabilities from one state to anottégnce, a state transition matrix is created using
the entire states in the system. For examplepdiréicular textual application has a training data
that contains N states (e.g. the size of lexictgn the state transition matrix is described by a
matrix A= {aij} of size N*N. In matrix A, the elemd aij denote the transition probability from a
state i to a state j. Table 1 shows how the statesition matrix used to characterize the Markov
diagram shown in Figure 1. That is, the matrix iearthe state transitions probabilities between
the involved states (Easy, Ok, and Hard). Fortfai®n, the P(E|H) denote to the probability of
the next exam to be Easy given that the previoasexas Hard.
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Table 1. A state transition matrix of three states

Next Exam
State Easy (E) Ok (O) Hard (H)
Easy (E) P(EIE) P(O|E) P(HIE)
Previous Exam| Ok (O) P(E|O) P(0|O) P(H|O)
Hard (H) P(E|H) P(OJH) P(H[H)

In Table 1, the sum of the probability values athesow is 1 as the sum of the probabilities
coming out of each node should be 1. Hence, P(B{©IE)+P(P(H|E) equal 1. Markov chain is

a worthy topic that has many details. For examptespntains discrete-time, continuous-time,
time-reversed, reversible, and irreducible Markdwios. The case shown in Figure 1 is
irreducible case, also called ergodic, where pioissible to go from every state to every state.

To illustrate a simple Markov chain data modelpeaal data set contains two English sentences
used to create a transition matrix based on thghbeuring characters sequences. The sentences
are inspirational English quotes picked from [7]:

(1) Power perceived is power achieved. (2) If yowme to a fork in the road, take it.

Figure 2 shows the transition matrix of these twwmtgs by counting the total number of
occurrences of the adjacent two character sequeltées 19 x 19 matrix where the number19 is
the total number of unique characters appearekdeirséntences (i.e the upper mentioned quotes).
In this example, creating a transition matrix iseansensitive where D is same as d, as an
example. In addition, a space between two wordsadiled and not considered in the transition
matrix. Figure 2 shows that the maximum numbethia matrix’s entries is 3 (a highlighted
underlined value) which means that moving from abtar e to r (e r) is the most frequently
appeared sequence in this small corpus. The whalcontain this sequence are :{ Power (two
times) and perceived}.

acdefhikmnoprstuvwy
a 01100001 00000000O0O0OO0
c 00010100001 0000000O0
d O0O0OO0OO0OOOOOOOOOOOOOOO
e 0020001000003 000100
f 0O0O0O0O0000001000000O0 O
h 00010010 000000000O0O0
@ ooo1i11o0/0/0/0/1/0/0/0/1/1/0/1|/0]|0
k 00010000 000000O0O0O0OO0O0O
m 00010000 000O0OO0OO0OO0OO0O0OO0
n 0O000O0OO0OO0OOOOOOOOOOOOO
© 10000000 10001001020
p 0O0O0O10000002000000O0OTO0
r 01000001 001000000O00O0
s 0O000O0O0OO0OOOOOODOOOOOOOO
t 10000100001000000O0O0
u 0O000O0O0OO0OO0OOOOOOODOOOOOO
v 00020000 0000OO0OOO0OOOO0OO
w 00020000 000O0O0OO0OO0OOOOO
y 00000000 OO1000O0O0OO0OO0OO0

Figure 2. A transition matrix of two characters seces

Based on the information obtained in the transiteetrix shown in Figure 2. It is possible to
answer some questions related to the given datactoh. Among questions, what is the total
unique number of the two characters sequences @gupaathe given data set? What are the two
characters sequences that did not appear in thecddection? Whatare the least frequently two
characters sequences in the data set? Accordingigrkov chains used as prediction systems
such as weather forecasting. Therefore, it is ptes$d predict the tomorrow’s weather according
to the today’'s weather. For example, if we have s$tates (Sunny, Rainy), and the requirement is
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to find the probability P(Sunny|Rainy), Markov aieamake it possible based on the information
provided in the probability transition matrix. Amer example of the using Markov chains is
banking industry. A big portfolio of banks based loans. Therefore, Markov chains used to
classify loans to different states such as GooskyRiand Bad loans.

For simplicity, the information presented in Fig@reshows the transition matrix based on total
number of occurrences. Figure 3 shows the sameniafiton but using probabilities instead of
the number of occurrences. That is, it containspifudability of moving from one character to
another. As previously indicated, the sum of estid¢ each row is equal 1. In Figure 3, any
matrix entry that has 0 means that there is ncsitian at that case. Similarly, if the matrix entry
is 1, it means that there is only one possible wubp that state. For example, the character “0”
comes after “y”, and this is the only possible @frthe state “y”.

a c d e f h i k m n o p s t u v w oy
a 0033 033 0 0 0 0 033 0 0 0O 0 O 0 0 0 0 0 0
c 0 0 0 033 0 033 O 0 0 0 0330 O 0 0 0 0 0 0
d 0 0 0 0 0 0 0 0 0 0 0 0 O 0 0 0 0 0 0
e 0O 0 029 O 0 0 014 O 0 0 0O 0043 O 0 0O 014 o0 O
i 0 0 0 0 0 0 0 0 0 0 1 0 O 0 0 0 0 0 0
h 0 0 0 0.5 0 0 0.5 0 0 0 0 0 O 0 0 0 0 0 0
i 0 0 0 017 017 O 0 0 0O 017 0 O O 017 017 O 017 O O
k 0 0 0 1 0 0 0 0 0 0 0 0 O 0 0 0 0 0 0
m 0 0 0 1 0 0 0 0 0 0 0 0 O 0 0 0 0 0 0
n 0 0 0 0 0 0 0 0 0 0 0 0 O 0 0 0 0 0 o0
o 017 O 0 0 0 0 0 0 017 o0 0 0017 O 0 017 0 033 0
p 0 0 0 033 0 0 0 0 0 0 0670 O 0 0 0 0 0 o0
r 0033 0 0 0 0 0 033 0 0 0330 O 0 0 0 0 0 0
s 0 0 0 0 0 0 0 0 0 0 0 0 o 0 0 0 0 0 0
t 033 0 0 0 0 033 0 0 0 0 0330 O 0 0 0 0 0 0
u 0 0 0 0 0 0 0 0 0 0 0 0 O 0 0 0 0 0 o0
v 0 0 0 al 0 0 0 0 0 0 0O 0 O 0 0 0 0 0 0
w 0 0 0 1 0 0 0 0 0 0 0O 0 O 0 0 0 0 0 0
y 0 0 0 0 0 0 0 0 0 0 1 0 O 0 0 0 0 0 0

Figure 3. A probability transition matrix of two @tacters sequences

3.HIDDEN M ARKOV M ODELS

HMMis an extension to Markov chains models as based fortemporal datamodeling.The
theory of HMM introduced by Baum and his colleagire$960s [8]. Reference [9] indicated that
most current learning research in NLP employs @aldr statistical techniques inspired by
research in speech recognition, such as HMM andbaimibstic context-free grammars
(PCFGs).However, the difference is that we obs#meeoutputs in Markov chain, but the system
states are hidden in HMM. Of course, the numbestatbs and the observations have to be fixed
and known. In this section, we explain the concépiMM based on example provided in Figure
1 that shows a three exam’s states Markov diagrssna simple example, supposed that a
student’s parents want to know the levels (i.edifiéculty) of their son’s exams, naturally, it is
possible to recognize the exam as Easy or Ok ifstrefeels Fine. Similarly, it is possible to
recognize the exam as Hard if the son looks Scé&ieun the parents’ point of view, the required
states (i.e. Easy, Ok, or Hard) are hidden. Howetiel directly observe the student’s reaction or
feeling. Hence, the parents might use the obsergactions an indication to know the hidden
states. HMM is described using three matrices:itlitgal probability matrix, the observation
probability matrix, and the state transition matfigure 4 shows a HMM diagram that shows the
states and the observations. In the figure, eachiegaresents the probability between the states
and between the states and the observations.
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‘ ¥ % B
Fine + ~{ Scared

Figure 4. A HMM diagram with states and observation

Based on the information provided in the matricese can use either forward (also called any
path) or Viterbi (also called best path) algorithimgind the probability scores during recognition
phase. Figure 5 shows the trellis diagram for egtates HMM. While Forward algorithm used
to compute the recognition probability of a seqegndterbi used to find the best-state sequence
associated with the given observations, this p&eslso known as back-tracking. Hence, after
computing the observations sequence probabilityfimaithg the maximum probability (supposed
the star in Figure 5), the Viterbi algorithm ledbs process back to identify the states (sources)
from which the observations sequence have beereemih Figure 5, the maximum probabilities
supposed to occur at the states shown using theddimes as follows; (starting at t=1): Hard,
Easy, and Ok. Hence, the parents might consideretteens were Hard, Easy, and OK,
respectively.

States t=1 t=2 t=n

——» score 11 —— score 21 —— score nl
° N\ Vo AV

g; ok m‘} é%ﬁ;‘ seave 12 & é &mw.‘éf.; ""%,,ﬁ ‘é_i_ﬁi scove nZ

N Y & 48 * o gsaam{% CEErEr

k%%f f;\‘/g ‘ - R & o ; %}g% &*’
f/'Esmt! .é_,, ' seove ﬂ%&‘* . » ! soore 22 £ B 2007803

[ Chosrvetinn 1 Dbperestion »

Fine or Scaved

Figure 5.Trellis diagram of three states HMM

‘ Firee o Scared ‘

To illustrate how HMM employed to extract hiddemtss, Viterbi algorithm used to fine the
probability at each time t. Reference [10] and othany references describe Viterbi algorithm.
The example is regarding exam’s states and thdioeaacof the student as explained in the
previous sections. Figure 6 shows the HMM paramed®d a question regarding the exam’s
states. As shown in the figure, at t=5, the valressmall and they will continue decreasing as
the observations increase that might lead to ulwerproblem. Reference [11] proposed
solutions to the floating-point underflow probletrat appear in the context of extremely small
probability values when applying the Viterbi or i@rd algorithm to along sequences. The
solution is to log all probability values and thadd values instead of multiply for Viterbi
algorithm. Regarding, Forward algorithm, the saltis to use scaling coefficients that keep the
probability values in the dynamic range of the niaeh
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HMM parameters A question and the answer
The transition Given the following observation {Scared, Find, Figeared, and Fine}; what
matrix: are the most likely exam’s states. The followingléashows the information
nextistate obtained when implementing Viterbi algorithm.
oy ol States 1(t=1) 2(t=2) 3(t=3) 4(t=4) 5(t=5)
o 03 o0 o4 Easy 0.0667 | 0.1680 0.0134 0.0015| 0.0051
Hard 07 02 0.1 Ok 0.1667 0.0300 0.0252 0.0038 0.0009
The observation Hard 0.3000 0.0067 0.0101 0.0091 0.0002
matrix: Observation Scared Fine Fine Scared Fing

fasy Ok Hard| Where is a variable that describe the probability athetime t.The shaded

Fine 08 05 o1 || humbers indicated the max probability at time t.céwlingly, the exam’s
scared 02 05 oo || States are { Hard, Easy, Ok, Hard, Easy}.Examplesome calculations:1
Theinitial matrix. | (=1, Scared) = 1/3*0.2 =0.0667.1 (t=2, Fine) = max (0.0667*0.1,
=[1/3,1/3,1/3]’ 0.1667*0.3, 0.3*0.7)*0.8 = max (0.006, 0.05, 0.21).8=0.168.

Figure 6.An example ofHMM and Viterbi calculations

3. PROFILE HIDDEN M ARKOV M ODELS

Even though HMM has been successfully used in Istgps such as speech recognition,
however, it currently being used in modeling molacwbiology sequences (e.g. genes and
proteins) through what is called profile HMM. A fite HMM is a certain type of HMM that
allowsposition dependent gap penalties. Hence, ddilprHMM generally used for protein
classification by creating a profile for each famihrough a sequence alignment process. The
motivation of profile HMM is that it treats protespelling complexities in a systematic way.
Figure 7show a profile HMM. As shown, profile HMM & special type of Left-Right HMM (i.e.
one direction) contains three stats: match, inserd, delete. In classification systems, the Baum-
Welch (Forward-Backward) algorithms used for tragnand the Forward (any-path) algorithm
used for scoring. Viterbi algorithm also used iofpe HMM training and classification. Hence,
profile HMM used to build an individual profile faach family and then find the max probability
(i.e. the most likely family) of a molecular seqaenin question, given the model.

Figure 7. A profile HMM

Figure 8 shows examples of match insert, deletesca$ some of molecular sequences. The
match case in Figure 8 (a) shows the most consesiads (shaded aredACTAGT). After
selecting the main states, the insert states speé@k shown in Figure 8 (b). Hence, the match
state characterized by high frequently observedbsysnwhile insert states are the little observed
one. Case (c) shows the delete states. As shovigigeR8 (c), the third sequence has a gap in the
column 4 whereas this location has previously aersid as a main states. Therefore, the case
represented as a delete case. Similarly, the fe@dhence has a delete case.
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Figure 8.Match, Insert, and Delete cases

4. LINGUISTIC APPLICATIONS

In the literature, there are quite many studiesmmelling content dependencies for linguistics
applications. Markov chain models and HMM are oéajrinterest to linguistic scholars who
primarily work on data sequences. Even though shigsly focuses on linguistic applications,
however, Markov chains used to model a variety loénmmena in different fields. Figure 9
showssome of applications employed Markov chaine.iMtentionally ignored the references as
the literature hastoo many studies employed Madt@ins:

attack detection, traffic management, physics, chemistry, mathematical biology,
games, music, multimedia processing, business activities, frauds detection.

Figure 9.Some of Markov chains and HMM applications

The following two subsections include some of timguistic studies that utilized Markov chain

theory. Linguistic applications topics mainly indki (but not limited) speech recognition,

speech emotion recognition, part-of-speech taggmaghine translation, text classification, text
summarization, optical character recognition (OCRpmed entity recognition, question

answering, authorship attribution, etc. For thelezavho interested in NLP, Reference [12] is a
good reference as it demonstrates a thorough stuly.P (Almost) from Scratch.

4.1. NLP Markov Chains Based Research

The literature has a large number of studies timpi@y Markov chains for NLP applications. The
following are some linguistic related applicatior®eference [13] proposed a word-dividing
algorithm based on statistical language models Madkov chain theory for Chinese speech
processing. Reference [14] presented a semantxiimgl Markov chains algorithm that uses both
audio and visual information for event detectiorsatcer programs. Reference [15] investigated
the use of Markov Chains and sequence kernelhéotask of authorship attribution. Reference
[16] implemented a probabilistic framework for soppvector machine (SVM) that allows for
automatic tuning of the penalty coefficient paraengtand the kernel parameters via Markov
chain for web searching via text categorizationfeRmce [17] demonstrated an automatic video
annotation using multimodal Dirichlet process migtunodel by collecting samples from the
corresponding Markov chain. Reference [18] usethgulstic steganography detection method
based on Markov chain models. Reference [19] shdvesd probabilistic Markov chain models
used to detect topical structure in large text coap
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Reference [20] proposed a method of recognizingtion names from Chinese texts based on
Max-Margin Markov network. Reference [21] utilizédarkov chain and statistical language
models in a linguistic steganography detection ritlgm. Reference [22] proposed a Markov
chain based algorithm for Chinese word segmentaRefierence [23] presented two new textual
feature selection methods based on Markov chaims aggregation techniques. Reference [24]
proposed a Markov chain model for radical descripia Arabic text mining. Reference [25]
presented statistical Markov chain models for ttstributions of words in text lines. Reference
[26] proposed a method for handwritten Chinesefdaga text (character string) recognition
based on semi-Markov conditional random fields (s€RFs). Reference [27] presented a
Markov chain method to find authorship attributiom relational data between function words.
Reference [28] utilized a probabilistic Markov amanodel to infer the location of Twitter users.
Reference [29] proposed a Markov chain based tgadentio determine the number of clusters of
a corpus of short-text documents. Reference [30p@sed a Markov chain based method for
digital document authentication. Reference [31]dustarkov chain for authorship attribution in
Arabic poetry. Reference [32] investigated the magion of mixed-memory Markov models
(MMMs) to automatic language identification. MMMsed to approximate standard statistical n-
gram models (n > 2) by a mixture of bigram models.

4.2. NLP Hidden Markov Models Based Research

HMM based research has been for long an activarelsearea due to the rapid development in
NLP applications. The literature has many stude$ollows. Reference [33] proposed to extract
acronyms and their meaning from unstructured textaastochastic process using HMM.
Reference [34] proposed a morphological segmemtaticethod with HMM method for
Mongolian. Reference [35] employed HMM for Arabiartdwritten word recognition based on
HMM. Reference [36] presented a scheme for off-lneeognition of large-set handwritten
characters in the framework of the first-order HMR&ference [37] proposed the use of hybrid
HMM/Artificial Neural Network (ANN) models for reagmizing unconstrained offline
handwritten texts. Reference [38] used HMM for igguaing Farsi handwritten words. Reference
[39] describes recent advances in HMM based OCRnfachine-printed Arabic documents.
Reference [40] proposed a HMM based method for daergity recognition. Reference [41]
combined text classification and HMM techniques &tructuring randomized clinical trial
abstracts. Reference [42] employed HMM for meditadt classification. Reference [43]
proposes text (sequences of pages) categorizatabritecture based on HMM. Reference [44]
described a model for machine translation basefirstrorder HMM. Reference [45] introduced
speech emotion recognition by use of HMM. Referddé¢ presented a HMM based method for
speech emotion recognition. Reference [47] disausise role of HMM in speech recognition.
Reference [48] indicated that almost all preseny tirge vocabulary continuous speech
recognition (LVCSR) systems based on HMM. Refergd@ presented a text summarization
method based on HMM. Reference [50] presented &adeor summarizing speech documents
using HMM. Reference [51] used HMM for part-of-speetagging task. Reference [52]
presented a second-order approximation of HMM #ot-pf-speech tagging task.

4.3. Profile Markov Models Based Research

Up to the date of writing this paper, no profile Mvbased research found to serve NLP. Most of
the works related to molecular applications.
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5. CONCLUSIONS

In this paper, we presented Markov chains and HMMtandard models in language modelling.
In the last decades, utilizing Markov and Hiddenrkéa based concepts have been steadily
increasing in linguistic applications such as speaecognition, part of speech tagging, and noun-
phrase chunking. This work discussed the poteatdl the size of Markov and Hidden Markov
based research particularly related to NLP apptinat For future work, it is worthy to compare
the capabilities of HMM with other machine learnit@pls such as deep neural networks in
building automatic speech recognition (ASR) systems
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