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ABSTRACT

An essential problem in mobile ad hoc networks is finding an efficient and secure route from a source to an intended
destination. In this paper, we have proposed a new model of routing protocol named ARANz, which is an extension of
the original Authenticated Routing for Ad Hoc Networks (ARAN). ARANz adopts the authentication methods used with
ARAN and aims to increase security, achieve robustness and solve the single point of failure and attack problems by intro-
ducing multiple local certificate authority servers. Additionally, via dealing with the network as zones and using restricted
directional flooding, our new model exhibits better scalability and performance. Through simulation, we evaluated ARANz
and compared it with the original ARAN as well as Ad Hoc On-demand Distance Vector. Simulation results show that
ARANz is able to effectively discover secure routes within relatively large networks with large number of mobile nodes,
while maintaining the minimum packet routing load. Copyright © 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Ad hoc wireless networks are self-organizing multi-hop
wireless networks. Efficient routing is an important issue
in ad hoc wireless networks because all nodes in the
network act as hosts and routers. Furthermore, the concept
and structure of ad hoc networks make them prone to be
attacked using several techniques such as modification,
impersonation and fabrication.

Considering ad hoc networks environments, managed-
open environment is the one where most research is being
carried out. Such type of ad hoc networks might be found
among peers at a conference or students on a campus. In
this type of environment, there is a possibility to use
already established infrastructure. This means that there is
an opportunity for pre-deployment or exchange of public
keys, session keys or certificates. Although, without online
trusted servers as in wired networks, it is difficult to be
acquainted with the trustworthiness of each node, thus
keeping malicious nodes away from the routes. However,
the approach where one centralized server is used is
impractical for ad hoc network. This server could be the
operation bottleneck as it may be simply a normal ad hoc
Copyright © 2012 John Wiley & Sons, Ltd.
node with limited memory, CPU processing capacity
and battery power. To tackle this problem, the certificate
authority and position service system should be distributed
among several servers deployed in the network.

The need for scalable and energy efficient protocols,
together with the recent availability of small, inexpensive
and low-power positioning instruments justify introducing
position-based routing in mobile ad hoc networks.

For the aforementioned reasons, it is a challenge to find
a scalable, distributed and secure position-based routing
protocol for ad hoc networks. A new model of hierarchal
and distributed routing protocol called ARANz has been
proposed in this work. Based on the original Authenticated
Routing for Ad Hoc Networks (ARAN) [1], ARANz aims
to improve performance of the routing protocol and distrib-
ute routing load by dividing the area into zones. Moreover,
it seeks to achieve robustness and high level of security,
solve the single point of failure problem and avoid single
point of attack problem by distributing trust among multi-
ple certificate authority servers. Finally, ARANz aspires
to exhibit better scalability, performance and robustness
against frequent topological changes by utilizing the
idea of restricted directional flooding. Subsequently, in
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conjunction with the chosen routing strategy, a distributed
location service has been proposed.

This paper is an extension of our work in [2]. A qualita-
tive comparison among Ad Hoc On-demand Distance
Vector (AODV) [3], ARAN and ARANz protocols have
been presented in [2]. This paper, on the contrary, provides
detailed discussions of the new protocol ARANz, security
analysis of both protocols (ARAN and ARANz), as well as
simulated network performance evaluation and comparison
among AODV, ARAN and ARANz protocols. From the
results, we found that ARANz is able to discover secure
routes effectively within relatively large networks with large
number of nodes.

The rest of the paper is organized as follows. Section 2
introduces the existing and recent works on ad hoc routing
protocols as well as introducing attacks against and security
requirements of ad hoc networks. Section 3 presents our
new routing protocol. Section 4 contains security analysis
as well as a simulated comparison among AODV, ARAN
and ARANz protocols. We analyze and discuss our findings
in Section 5 and conclude our work in Section 6. Finally, we
present our future direction in Section 7.
2. BACKGROUND

We start this section with discussions on the existing works
of ad hoc routing protocols. Then subsections 2.2 and 2.3
present security requirements, as well as attacks targeted
against ad hoc networks.

2.1. Existing routing protocols

In general, ad hoc networks routing protocols are divided
into two main categories: topology based and position
based. Topology-based routing protocols use information
about links existing in the network to perform packet
forwarding. They are, in turn, divided into three categories:
proactive, reactive and hybrid protocols. Proactive routing
protocols periodically broadcast control messages aiming
to have each node always know a current route to all
destinations. Proactive routing protocols are less suitable
for ad hoc wireless networks because they constantly
consume power throughout the network, regardless of the
network activity, and they are not designed to track topol-
ogy changes occurring at a high rate [4,5]. On the contrary,
reactive routing protocols are deemed more appropriate
for wireless environments because they initiate a route
discovery process only if a source has data to be sent to a
specific destination. One advantage of reactive routing
protocols, such as AODV, is that no periodic routing
packets are required. However, they may have high control
overhead in networks with high mobility and heavy traffic
loads. Also, they suffer from a scalability problem because
of blind broadcasts carried out for route discovery [5].
Zone Routing Protocol (ZRP) [4] is an example of
hybrid routing protocols that aims to combine the best
properties of both proactive and reactive approaches. The
disadvantage of ZRP is that for large routing zones,
the protocol can behave like a pure proactive protocol,
whereas for small zones, it behaves like a reactive
protocol [6].

In general, topology-based protocols are not scalable for
networks with more than several hundred of nodes [7].
Additionally, none of ad hoc routing protocols mentioned
earlier defines their security requirements, and they inher-
ently trust all participants. Obviously, this could result in
security vulnerabilities and exposures that could easily
allow routing attacks [1,8,9]. After that, many secure
routing protocols were proposed such as [1,10–12]. One
protocol of interest is the ARAN protocol. ARAN is similar
to AODV but provides authentication of route discovery,
setup and maintenance as well as message integrity and
non-repudiation. The main objective of ARAN is to protect
against attacks from malicious nodes in a managed-open
environment where a small amount of prior security coordi-
nation is expected. ARAN requires the existence of a
trusted certificate authority (CA) server. In comparison with
basic AODV, ARAN prevents a number of attacks such as
modification, impersonation and fabrication exploits. On
the contrary, ARAN causes more packet overhead and
higher route discovery latency because each packet must be
signed. Besides, it has problems handling scalability with
the number of nodes. ARAN also based on a centralized trust
hence suffers from the compromised server problem and
single point of failure.

In recent developments, position-based routing protocols
exhibit better scalability, performance and robustness against
frequent topological changes [7]. Position-based routing
protocols use the geographical position of nodes to make
routing decisions, which results in improving efficiency
and performance. These protocols require that a node be able
to obtain its own geographical position via Global Position-
ing System (GPS) and geographical position of the destina-
tion using a location service. There are different approaches
for position-based routing protocols that are categorized into
three main groups: greedy, restricted directional flooding
and hierarchical routing protocols.

In greedy forwarding, such as Greedy Perimeter
Stateless Routing [13], each intermediate node selects a
neighboring node that is closest to the destination as the
next hop. Hence, nodes periodically broadcast small
beacons to announce their position to their neighbors.
Periodic beaconing consumes nodes energy and network
bandwidth [7]. Also, greedy forwarding may not always find
the optimum route especially in sparse networks [13,14]. In
restricted directional flooding, such as Location-Aided
Routing [15], the sender broadcasts the packet to all single
hop neighbors towards the destination. Upon receiving a
route request message, the receiver node retransmits the
message if it is closer to the destination than its previous
hop; otherwise, the message is dropped. TERMINODES [16]
is an example of hierarchical routing protocols in which
packets are routed based on a proactive distance vector if the
destination is close to the sender and greedy forwarding is
used in long distance routing.
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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All the aforementioned position-based protocols are
susceptible to various security attacks because they did
not consider security issues [9]. Recently, a few secure
position-based routing protocols have been proposed for
ad hoc networks. Examples of these are Secure Position
Aided Ad Hoc Routing [17], Anonymous On-Demand
Position-based Routing in Mobile Ad Hoc Networks [9]
and Secure Geographic Forwarding [18]. However, they
suffer from some problems such as single point of failure
and attack, increased packet and processing overhead
and/or scalability problems.

From observations, we note that many topology-based
routing protocols still have security vulnerabilities and are
not scalable. Although some improvements on security
aspects were proposed such as in ARAN, the implicit trust
on centralized node has introduced other security problems.
Like the others, ARAN does not scale well. Finally,
restricted directional flooding has better performance than
topology-based and other position-based routing protocols.

2.2. Ad hoc networks security requirements

To ensure the security of ad hoc network, a number of
requirements need to be satisfied. These requirements are
summarized as follows [19–21]:

• Availability: the network should remain operational
and available to send and receive messages at any time.
Availability ensures the survivability of the network
even if the network is under attack.

• Confidentiality: provides secrecy to sensitive data being
sent over the network; the contents of every message
can be understood only by its source and destination.

• Integrity: ensures that messages being sent over the
network are not corrupted by intentional or accidental
modification.

• Authentication: ensures the identity of nodes in the
network; assure that they are who they claim to be.

• Non-repudiation: guarantees that neither sender nor
receiver can deny that he has sent or received the
message.

Recent development also indicated that privacy has
become an important security issue, and plenty of works
about anonymous ad hoc routing protocol have been
researched such as [9,22–24]. The anonymity in an ad hoc
routing means that the identity of node, route path informa-
tion and location information must be veiled from not only
an adversary but also from other nodes.

2.3. Attacks against ad hoc networks
routing protocols

Ad hoc routing is a very fundamental operation on an ad
hoc network; hence, it has been a main target for an
attacker to disrupt an ad hoc network [25]. Two kinds
of attacks that can be launched against ad hoc networks
are [20,26,27]:
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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• Passive attacks: the attacker does not disturb the
routing protocol. He only eavesdrops on routing traffic
and endeavors to extract any valuable information such
as node hierarchy and network topology.

• Active attacks: in active attacks, malicious nodes can
disturb the correct functioning of a routing protocol by
modifying routing information, fabricating false routing
information and/or impersonating other nodes. The
following is a brief explanation of these active attacks:

• Modification attacks are normally targeted against the
integrity of routing computation. By modifying routing
information, an attacker can cause network traffic to be
dropped, redirected to a different destination or to take
an extended route to the destination.

• Fabrication attacks are performed by generating
deceptive routing messages. These attacks are difficult
to identify as they are received as legitimate routing
packets.

• During impersonation attacks, a malicious node can
launch many attacks and misrepresent the network
topology by masquerading as another legitimate node
through spoofing.
3. PROPOSED PROTOCOL

In this section, we propose a new routing model called
ARANz. The proposed protocol is named ARANz because
it adopts the authentication steps used with the ARAN
protocol and deals with the network as zones. The following
subsections discuss the proposed protocol considering
different phases it is composed of.

3.1. Introduction and important
assumptions

ARANz, just like ARAN, uses cryptographic certificates to
prevent most of the attacks against ad hoc routing protocols
and detect erratic behavior. However, ARANz introduces a
hierarchal distributed routing algorithm, which aims to
improve performance of the routing protocol and distribute
load by dividing the area into zones. Moreover, it tries to
achieve robustness and high level of security, solve the
single point of failure problem and avoid single point of
attack problem by distributing trust among multiple local
certificate authority (LCA) servers. Each zone has multiple
LCAs that should collaborate with each other to issue
certificates for the nodes inside that zone. If a misbehavior
detection scheme is present on the network, then the security
of our protocol can be improved through collaboration
with this scheme. Moreover, ARANz tries to exhibit better
scalability, performance and robustness against frequent
topological changes by utilizing the idea of restricted
directional flooding. Hence, LCAs work also as position
servers, and each node should inform LCAs of its zone about
its new position if it has moved.

ARANz consists mainly of five phases: network setup,
network maintenance, location service, route instantiation
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and maintenance and, finally, data transmission. Network
setup phase includes certifying trusted nodes, dividing area
into zones and electing initial certificate authority servers.
Network maintenance phase copes with ensuring mainte-
nance of the network structure taking into consideration
some issues like updating nodes’ certificates, LCAs synchro-
nization, movements of nodes in and out the network as well
as corrupted and destroyed nodes. Whenever a node has data
to be sent to a particular destination, it is supposed to obtain
the destination’s position before beginning the route
discovery process. Location service phase enables the source
to obtain the destination’s position via communicating LCAs
in its zone. After getting the destination’s position, route
instantiation and maintenance phase is initiated by sending
a route discovery packet (RDP) using restricted directional
flooding. After finishing route discovery and setup, the
source begins data transmission phase by sending the data
to the destination.

We assume (Nn) cooperative nodes in a managed-open
environment. These nodes are distributed randomly in a
square-shaped area and are aware of their positions. A
particular node in the network is chosen to have the
software needed to initiate the network setup, divide the
area into zones and elect the initial LCAs. This node is
called the primary certificate authority (PCA) server and
possesses the private part of the network key (KNET�).
PCA is chosen prior to the network deployment; this is
possible because we are dealing with managed-open
environment. All the trusted nodes that will participate in
the network have a private/public key pair, the public part
of the network key (KNET+) and a common key (CK) that is
used for encryption and decryption of the packets sent by
all non-PCA nodes in the network setup phase. In
managed-open environments, keys are a priori generated
and exchanged through an existing relationship between
PCA and each trusted node.

Before proceeding further, let us define the following
variables, notations and packet identifiers that will be used
in the upcoming sections. Table I shows variables and
notations used for ARANz protocol, whereas Table II
presents the notation used in presenting the proposed
Table I. Variables and n

Notation Description Notati

PCA Primary certificate authority server LCAz

CK Common key Nn
IPn IP address of node n Pn

Kn� Private key of node n Kn+

KNET� Private key of the network KNET+

KZz� Private key of zone z KZz+

[d]Kn� Data d digitally signed by node n {d}Kn+

CertLZz Zone z LCAs certificate Certn
t Time stamp e
Nn Nonce issued by node n NZz

CoordZz Coordinates of zone z DLCAz

LCAsZz Identities and positions of LCAs in zone z 8NbrZ
LCAs election algorithm. Table III summarizes the used
packet identifiers.

3.2. Network setup

The PCA starts the network setup by broadcasting a
NETwork SETup (NETSET) packet notifying the nodes
about the beginning of this phase. This packet is signed by
KNET� to enable nodes to make sure that the PCA is actually
the node that has sent the packet. Suppose that node P has
been chosen to play the role of the PCA, it will broadcast
the following NETSET packet:

PCA ! broadcast : NETSET; IPP½ � KNET�

Each node, upon receiving the first NETSET packet,
records the IP address of the previous node, continues broad-
casting the packet and replies with a Node INformation
(NIN) packet to the PCA. NIN packet contains the node’s
IP address (IPA), the node it originally received the NETSET
packet from (IPD) along with the needed information to elect
the LCAs such as position (PA), speed (SA), battery remain-
ing lifetime (BA), CPU power (CA) and memory (MA). For
example, node A will send the following packet:

A! PCA : NIN; IPA; IPD; PA; SA; BA; CA;MA½ �KA�ð ÞCK

Information about each node is signed using the node’s
private key (KA�) to enable PCA to ensure that the node that
sent the packet is truly the node claiming that and to ensure
nodes’ privacy by assuring that the PCA is the sole node that
reads this private information. Moreover, the NIN packets
are encrypted using the CK. Hence, each node upon the
receipt of a NIN packet tries to decrypt it using CK to ensure
that its previous node is trusted and to proceed in processing
the packet; otherwise, the packet is dropped. The NIN packet
is sent to PCA through the reverse path; that is, each node
forwards the NIN packet to the node it originally received
the first NETSET packet from.

After receiving the NIN packets from all authorized
nodes existing currently in the network, PCA will divide
otations for ARANz.

on Description

s Local certificate authority s of zone z
Number of nodes
Position of node n
Public key of node n
Public key of the network
Public key of zone z
Data d encrypted with key Kn+

Node n certificate
Certificate expiration time
Nonce issued by zone z

s Distance to LCAzs

Z Eight-neighboring zones of zone z and their coordinates

Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec



Table II. Variables and notations for the proposed LCAs election algorithm.

Notation Description Notation Description

ProbLnzs Probability of node n existing in zone z to
be elected as a LCA of side s

Dnzs Distance between position of node n existing in zone z
and the middle point of the zone side s

Sn Speed of node n Bn Battery lifetime of node n
Cn CPU power of node n Mn Memory of node n
Dmax Maximum possible distance between a

node and middle point of a zone side
Wd Weight of distance between a node and middle point

of a zone side
Smax Maximum possible node movement speed Ws Weight of node movement speed
Bmax Maximum possible node battery lifetime Wb Weight of node battery remaining life
Cmax Maximum node CPU power Wc Weight of node CPU power
Mmax Maximum node memory capacity Wm Weight of node memory capacity
xn x-Coordinate of node n yn y-Coordinate of node n
xczc x-Coordinate of corner c of zone z yczc y-Coordinate of corner c of zone z
xmzs x-Coordinate of middle point of side s of zone z yczs y-Coordinate of middle point of side s of zone z

Table III. Packet identifiers for ARANz.

Packet identifier Stand for Packet identifier Stand for

NETSET NETwork SETup NIN Node INformation
NROLE Node ROLE CREQ Certificate REQuest
ACREQ Acceptance of Certificate REQuest ACREP Acceptance for Certificate REPly
CREP Certificate REPly NCERT Node CERTificate
DNODE Departed NODE NNODE New NODE
NZONE New ZONE NLCAP New LCA Position
NALCAP New Adjacent LCA Position NLCAE New LCA Election
NPROB Node PROBability FLCA Failed LCA
FALCA Failed Adjacent LCA NLCA New LCA
NALCA New Adjacent LCA FNODE Failed NODE
EZONE Empty ZONE MNODE Misbehavior NODE
CNODE Compromised NODE PDP Position Discovery Packet
PREP Position REPly RDP Route Discovery Packet
RREP Route REPly ERR ERRor

Figure 1. Network structure after electing initial LCAs.
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the network area into multiple equal-sized virtual zones with
multiple initial LCAs assigned for each zone. In our imple-
mentation environment, we consider to use square-shaped
zones with four LCAs. We note that this choice may seem
a bit rigid for now, but we believe that this will be the starting
point for future work in regard to the implementation of other
zone shapes and dynamic number of LCAs.

As a subsequent step, PCA informs nodes of the initial
role that each node will play: LCA or regular node. The used
algorithm to elect the initial LCAs is explained in subsection
3.2.1, whereas subsection 3.2.2 tackles notifying the nodes
about the initial roles that they will play. The network
structure is shown in Figure 1, if we suppose that the entire
area is divided, for example, into four zones.

3.2.1. LCAs election
After dividing area into zones, PCA begins the process of

electing LCAs. Upon electing the initial LCAs, each node n
inside a specific zone z is assigned a weight representing its
probability of being a LCA to a particular zone side s. The
most important points in selecting LCAs are distance
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
between the node and the middle point of the zone side that
the LCAwill be responsible for (Dnzs), node’s speed (Sn) and
battery remaining lifetime (Bn). Choosing a LCA that is close
to the middle point of the zone side and moving with a low
speed increases the probability that the communication
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between LCAs of different zones will be carried out using
one hop, which helps in protecting these important packets.
Choosing LCAs with low movement speed also increases
the probability that the elected LCA will stay longer in the
zone, and so no need to re-elect a new LCA within a short
period.Moreover, choosing a node with high battery remain-
ing lifetime reduces the probability of having its battery
energy drained. Another two important factors that must be
considered when electing a LCA are node’s CPU processing
power (Cn) and memory (Mn). LCAs with high CPU proces-
sing power and large memory significantly affect network
performance because these LCAs could be the operation
bottleneck for the position management scheme.

Primary certificate authority uses NIN packets that it
receives to calculate the probability of each node to be elected
as a LCA. Probability of node n existing currently in zone z to
be elected as a LCA of a particular side s is given as:

ProbL nzs ¼ Wd� 1� D nzs=Dmaxð Þð Þ
þWs� 1� S n=Smaxð Þð Þ þWb� B n=Bmaxð Þ
þWc� C n=Cmaxð Þ þWm� M n=Mmaxð Þ

Where

Wd, Ws, Wb, Wc and Wm: weighting factors
Dmax: maximum possible distance between a node and
middle point of a zone side

Smax: maximum possible node movement speed
Bmax: maximum possible battery lifetime
Cmax: maximum CPU power found in the market
Mmax: maximum memory capacity exists in the market

Distance Dnzs between node’s position Pn= (xn, yn) and
middle point (xmzs, ymzs) of side s in zone z is given as
follows:

D nzs ¼ x n � xm zsð Þ2 þ y n � ym zsð Þ2
� �1=2

Dmax is calculated once. Referring to Figure 2, Dmax
can be calculated, for example, as the distance between the
middle point (xm13, ym13) of side 3 in zone 1 and one of
the zone corners in front of it ((xc11, yc11) or (xc14, yc14)).

Dmax ¼ x c11 � x m13ð Þ2 þ y c11 � y m13ð Þ2
� �1=2
Figure 2. Maximum possible distance between middle point of
a zone side and a node inside that zone.
Smax is a pre-defined value that depends on the
environment where the protocol is deployed. Bmax, Cmax
and Mmax are pre-defined values that depend on the current
technology found in the market.

The elected LCAs (from initial setup) can move freely in
the network (including move in and out of the network), as
well as becoming corrupted, destroyed or compromised.
These issues are considered upon developing our protocol
and are discussed in subsection 3.3.

3.2.2. Roles notification
After dividing the area into zones and electing the LCAs,

PCA will unicast a Node ROLE message (NROLE) to each
participant node. Source routing is used to send these
messages because the PCA knows the position of all nodes
in the network. These messages enable each node to know
its role in the network: LCA or non-LCA (regular) node.

Hence, the PCA will unicast a NROLE message for each
participating regular node n containing node’s certificate
(Certn), number of the zone where it resides (z), identities
and positions of LCAs in its zone (LCAsZz) and the public
key that will be used in this zone (KZz+). The node certificate
(Certn) contains the IP address of n (IPn), the public key of
n (Kn+), a time stamp (t) of when the certificate was created
and a time (e) at which the certificate expires. These variables
are concatenated and signed with the KNET�. Nodes use
these certificates to authenticate themselves to other nodes
during the exchange of network maintenance, position and
routing packets. PCA will send the following NROLE
message to node E, for example:

PCA ! E : ½NROLE; IPP; IPH; IPG; IPEð Þ;
“R”; CertE; 2; LCAsZ2; KZ2þð Þ KEþÞ KNET�

Where

(IPH, IPG, IPE): is the source route
“R”: indicates that E is a regular node
CertE: node’s E certificate; CertE = [IPE, KE+, t, e] KNET�
2: is the zone number of node E
LCAsZ2: (IPLCA21, PLCA21, IPLCA22, PLCA22, IPLCA23,

PLCA23, IPLCA24, PLCA24)
KZ2+: zone number 2 public key

These NROLE messages are signed using the KNET� to
ensure that the PCA is the source of the message. Also, the
private information is encrypted using the node’s public
key (KE+) to ensure that the corresponding node is the only
node that is able to decrypt this critical and important
information. Each node along the path forwards the packet
to its next hop in the source route.

The PCA also will unicast a NROLE message for each
LCA containing the node’s certificate, zone LCAs certificate
(CertLZz), the number of that LCA in its zone, the number
and coordinates of the zone it is responsible for, numbers
and coordinates of this zone’s eight-neighboring zones
(8NbrZZ), private/public key pair that will be used in this
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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zone, identity and position of other LCAs in this zone
(LCAsZz), identity and position of its adjacent LCA in the
neighboring zone, public key and part of the private key of
the immediate neighboring zone (will be used in the case that
neighboring zone became empty) and an authentication
table. Moreover, it contains an absent nodes list containing
IP addresses and public keys of authorized nodes that were
not in the network during network setup. This list enables
absent nodes to join the network from any zone at any
time. Node I for example will receive the following NROLE
message:
PCA ! I : ½NROLE; IPH; IPIð Þ; ð“L”; CertI; CertLZ3; 4; 2;CoordZ2; 8NbrZ2; KZ2�; KZ2þ; LCAsZ2; IPLCA42;

PLCA42;KZ4þ; partofKZ4�; authentication table; absent nodesÞKIþÞKNET�
Where

(IPH, IPI): the source route
“L”: indicates that I is a LCA
CertLZ2: zone number 2 LCAs certificate; CertLZ2 = [2,
KZ2+, t, e] KZ2�

4: number of that LCA in its zone
2: the zone number of I
CoordZ2: coordinates of zone number 2
KZ2�, KZ2+: private/public key pair of zone number 2
8NbrZ2: (1, CoordinateZ1, 3, CoordinateZ3, 4,

CoordinateZ4)
LCAsZ2: (IPLCA21, PLCA21, IPLCA22, PLCA22, IPLCA23,

PLCA23)
IPLCA42, PLCA42, KZ4+, part_of_KZ4�: LCA24 immediate

neighboring zone information
Authentication table: ((IPA, KA+, t, e, PA), (IPB, KB+, t,
e, PB), . . .)

Absent nodes: (IPU, KU+, IPZ, KZ+)
Table IV. Certificates’ typ

Certificate Issued to Us

Node certificate (Certn) All nodes Nodes au

Zone LCAs certificate (CertLZz) LCAs LCAs ver

Table V. Different keys

Key

Common key (CK) Encryption and decryption
Nodes private/public key
pairs (KA�/KA+)

• Encryption and decryptio
• Destination’s public key m

Network private/public key
pairs (KNET�/KNET+)

• Encryption and decryptio
• Encryption and decryptio

Zone private/public key pairs
(KZ1�/KZ1+)

Encryption and decryption

Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
The authentication table is used to update nodes’
certificates and contains a tuple (IP address, public key,
time stamp (t), certificate expiration time (e) and position)
for each node inside this zone. The zone LCA certificate
(CertLZz) binds zone’s number to its public key and
contains the zone number, zone public key, time stamp
and certificate expiration time. These certificates are signed
by the zone private key and used by LCAs as a proof that
they are LCAs of the specified zone. These certificates are
used between LCAs of different zones and between LCAs
and nodes in their zones during the exchange of network
maintenance and position packets. Table IV summarizes
certificates’ types used with our protocol, whereas Table V
summarizes the different keys used.

3.3. Network maintenance

During the network lifetime, nodes can update their certifi-
cates, move freely in the network, move in and out the
network in addition to becoming corrupted or destroyed.
Our protocol tries to cope with these issues. By the end
of the network setup phase, each node has its node certifi-
cate; these certificates are used to apply authentication
steps used with ARAN protocol. Hence, the source of
any packet will sign the packet using its private key and
appends its node certificate to the packet. If the source of
a packet is a LCA, then it will also attach its zone LCA
certificate within the packet to enable the destination to
make sure that the LCA has a valid certificate for a
particular zone. Each node along the path (whether LCA
es used with ARANz.

ed for Case

thentication During the exchange of network maintenance,
position and routing packets

ification During the exchange of network maintenance
and position packets

used with ARANz.

Used for

of packets sent by non-PCA nodes during network setup phase
n of packets sent by a specific node after network setup phase
ay be used for encrypting datapackets to ensure data privacy

n of packets sent by PCA in network setup phase
n of nodes’ certificates
of a particular zone LCAs certificate
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or regular) validates the previous node’s signature (using
the previous node’s public key, which is extracted from
its certificate), removes previous node’s certificate and
signature, signs the original contents of the packet and
appends its own certificate. Upon sending packets between
adjacent LCAs or from LCAs to nodes in their zones, the
destination node ensures that the source LCA has a fresh
certificate for its zone by decrypting the attached zone
LCA certificate using the public key of the source zone.

Another important point to be mentioned is that the
packets sent from the regular nodes to LCAs of their zones
are sent using restricted directional flooding because each
node within that zone knows the position of these LCAs.
Also, communications to establish routes between nodes
(after obtaining the destination position) are carried out
using restricted directional flooding. Restricted directional
flooding is also used for communications among adjacent
LCAs in neighboring zones if they are not reachable within
one hop. However, source routing is used to send packets
among LCAs of the same zone and from the LCAs to
nodes in their zones because these LCAs are aware of
positions of all nodes in their zone. By default, reply
packets are sent through reverse paths of their
corresponding request packets. Finally, to circumvent
voids (regions without nodes) in sparse networks, if the
restricted directional flooding of a request fails after three
attempts, the packet is broadcasted to the network.

Table VI shows the strategy used for sending different
packets according to the source and destination of the
packet. Restricted directional flooding and source routing
are discussed in details in subsection 3.3.1; however, after
that, we will only refer to the strategy of sending a
particular packet.
3.3.1. Certifications update
All nodes in a specific zone must keep valid certificates

with their zone’s LCAs. This is achieved by periodically
sending a Certificate REQuest (CREQ) packet to the nearest
LCA to itself to keep overhead minimal. This CREQ packet
is signed by node’s private key and sent using restricted
directional flooding. Referring to Figure 3, node K for
example will send the following:

K ! broadcast : CREQ; IPLCA34; NK½ � KK�; Cert K
Table VI. Strategies used for send

Packet sent

From To

Node LCA in the same zone Restricted dire
Node Node Restricted dire
LCA LCA in a different zone If destination i

else restricted
LCA LCA or Node in the same zone Source routing
The CREQ packet includes a packet type identifier
(CREQ), the IP address of the nearest LCA (IPLCA34) and
the node Nonce (NK). The node’s certificate is appended to
the packet after signing it to enable nodes to validate the
signature and verify that K’s certificate has not expired.
The purpose of the nonce is to uniquely identify a CREQ
initiated by a particular source. Each time K performs certif-
icate request, it monotonically increases this nonce. Hence, a
given (IPi, Ni) pair is used to check whether this CREQ is
processed previously or not.

The first node that receives this CREQ packet sets up a
reverse path back to the source by recording the neighbor
from which it received the packet. This is in anticipation
of eventually receiving a certificate reply packet that it will
need to forward back to the source. The receiving node
uses K’s public key, which it extracts from K’s certificate,
to validate the signature and verify that K’s certificate has
not expired. The receiving node also checks the (IPK,
NK) tuple to verify that it has not already processed this
CREQ; nodes do not forward packets with already-seen
tuples. The receiving node adds a new field DLCA34

indicating the distance from itself to LCA34, signs the
contents of the packet, appends its own certificate and
broadcasts the packet to its neighbors. Let J be a neighbor
that has received the CREQ broadcast from K, then, it
subsequently rebroadcasts:

J ! broadcast : CREQ; IPLCA34; NK½ � K K�; DLCA34½ �
K J�; Cert K ; Cert J

Upon receiving the CREQ, J’s neighbor L validates
the signatures for both K; the CREQ initiator and J; the
neighbor it received the CREQ from, using the certificates
in the CREQ. L now will compare the recorded distance
DLCA34 with the distance between itself and LCA34 (no
need to include PLCA34 in the packet because it is known
by all nodes in zone 3). If it is closer to LCA34, then it will
continue broadcasting the packet after changing the
distance value in the packet, else the packet will be dropped.
If the node L decided to rebroadcast the packet, then it
removes J’s certificate and signature, records J as its prede-
cessor, signs the contents of the packet originally broadcast
by K and appends its own certificate. Then, L will rebroad-
cast the CREQ:
ing different packets in ARANz.

Packet-sending strategy

ctional flooding
ctional flooding
s within the transmission range of source 1-hop unicast is used;
directional flooding is used
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Figure 3. Node K certification update.
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L ! broadcast : CREQ; IPLCA34; NK½ � KK�; DLCA34½ �
KL�; CertK; CertL

Each intermediate node along the path repeats the same
steps as L till reaching LCA34, which replies to the first
CREQ that it receives for a source and a particular certificate
nonce. Each LCA upon receiving CREQ packet communi-
cates other LCAs in its zone to ask them whether to update
this certificate or not. This is carried out by sending a packet
to each LCA asking for Acceptance of the Certificate
REQuest (ACREQ). For example, LCA34 will send the
following packet to LCA32 using source routing:

LCA34 ! G : ½ACREQ; IPD; IPA; IPLCA32ð Þ; CertLZ3;

IPK; NKÞ KLCA34�; CertLCA34

where (IPD, IPA, IPLCA32) is the source routing. So, each
intermediate node in the path will check its next hop in the
source route and send the packet to it, after validating the
signatures for both the ACREQ initiator and the neighbor
it received the ACREQ from, removing previous hop
certificate and signature, recording its predecessor, signing
the packet and appending its own certificate. CertLZ3 is used
by node LCA32 to ensure that the LCA that sent the ACREQ
is really a LCA for its zone and has a fresh zone LCA
certificate. Figure 3(a) shows sending the needed certificate
request packets (CREQ and ACREQ) for updating node
K certification.

So LCA34 will be allowed to issue a certificate only if it
received Acceptance for Certificate REPly (ACREP) packet
from most LCAs of that zone (signed by their private keys).
This will help in increasing the robustness and security of the
protocol; if one server failed or is compromised, then the
other three servers will still be able to issue valid certificates
(will be discussed in subsections 3.3.3 and 3.3.5). For exam-
ple, LCA32 will send through the reverse path the following
ACREP packet:

LCA32 ! A : ACREP; IPLCA34; CertLZ3; IPK ; NK½ �
KLCA32�; CertLCA32

In the case that there are no failed or compromised servers
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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discovered, LCA34 will be allowed to issue a fresh certificate
for K after receiving at least three ACREP packets (one of
them may be from itself). Then, LCA34 will unicast a Certif-
icate REPly (CREP) packet back along the reverse path to
the source. Let the first node that receives the CREP sent
by LCA34 be node L:

LCA34 ! L : CREP; CertLZ3; IPK ; NK ; CertK½ �
KLCA34�; CertLCA34

This CREP includes a packet type identifier (CREP), the
zone certificate that LCA34 has (CertLCAZ3), the IP address of
K (IPK), the certificate issued to K (CertK) and the nonce sent
byK. CertLCAZ3 is used by nodeK to make sure that the LCA
that issued the certificate is really a LCA for its zone and has
a fresh zone LCA certificate.

Nodes that receive the CREP forward the packet back to
the predecessor from which they received the original
CREQ. Each node along the reverse path back to the
source signs the CREP and appends its own certificate
before forwarding the CREP to the next hop. Let L’s next
hop to the source be node J:

L ! J : CREP; CertLZ3; IPK ; NK ; CertK½ � KLCA34�½ �
KL�; CertLCA34; CertL

Node J validates L’s signature on the received packet,
removes the signature and certificate, then signs the contents
of the packet and appends its own certificate before
unicasting the CREP to K:

J ! K : CREP; CertLZ3; IPK ; NK ; CertK½ � KLCA34�½ �
KJ�; CertLCA34; CertJ

Figure 3 shows sending the needed certificate reply
packets (ACREP and CREP) through the reverse paths.
LCAs inside a specific zone carry identical information
about nodes inside the zone to avoid single point failure.
Each LCA upon issuing a certificate should unicast a Node
CERTificate packet to other LCAs containing the newly
issued certificate. For example, LCA34 will send (using
source routing) the following packet to LCA32:
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LCA34 ! G : NCERT; IPD; IPLCA32ð Þ; CertLZ3; CertK½ �
KLCA34�; CertLCA34

Local certificate authorities also must maintain fresh node
and zone LCA certificates. Hence, periodically, each LCA
should unicast ACREQ to other LCAs in its zone. And upon
receiving the ACREPs, it will be issued both node and zone
LCA certificates.

3.3.2. Nodes mobility
Once a regular node has moved a pre-defined distance

from its last known position, it should include its new
position in the CREQ packet sent to the nearest LCA in its
zone. This LCA will in turn send the node’s position to other
LCAs in its zone within the ACREQ packet. This helps
LCAs to keep track of up-to-date positions of nodes inside
the zone and enables them to discover that a specific node
has departed this zone to a neighboring one. If a node leaves
to one of the immediate four-neighboring zones, then LCAs
of the departed zone will remove node’s information from
their tables and the nearest LCA to the new zone will send
a Departed NODE (DNODE) packet to its adjacent LCA.
This packet indicates that this node is trusted and contains
the node’s position. Figure 4 shows the communication
done once node R left zone number 1 to zone number 2
assuming that the network is divided into four zones. The
LCA in the new zone will send a New ZONE (NZONE)
packet to the departing node, containing the number and
public key of the new zone, in addition to IP addresses and
positions of LCAs of that zone. This LCA also will send
multiple New NODE packets to other LCAs in its zone
informing them about the new node.

In case that a node leaves to one of the diagonal
D-neighboring zones (refer to Figure 4), LCA of the orig-
inal zone sends a DNODE packet to adjacent LCA in the
neighboring zone to indicate that this node is trusted. This
LCA in turn resends the packet to the LCA adjacent to the
new D-neighboring zone. The latest will resend this packet
to the adjacent LCA in its immediate neighboring zone.
Now, the LCA in the neighboring zone that receives the
packet will send a NZONE packet to the departing node.
This LCA also will send multiple unicast packets to other
LCAs in its zone telling them about the new node.
Figure 4. Movement of a nod
If any LCA has moved the pre-defined distance from
its last known position, it must broadcast its position
to the nodes inside its zone (including other LCAs). It
also should send its position to its adjacent LCA in the
neighboring zone. However, a LCA may decide to leave
its zone, or its distance from the middle point of the zone
side may become higher than a pre-defined distance. In
these two cases, a new LCA election is required. Upon
deciding to leave its zone, LCA sends a New LCA Election
(NLCAE) packet to nodes in its zone. Each node in the
corresponding zone calculates its probability by itself to
reduce the load on the leaving LCA. Then, each node will
send its calculated probability, through reverse path, to the
leaving LCA. Now, the leaving LCA selects the node with
the highest probability to become the new LCA. Then, it
broadcasts a New LCA (NLCA) packet so that all nodes
inside that zone know the address and position of the
new LCA. This information is also sent to the adjacent
LCA in the neighboring zone through a New Adjacent
LCA (NALCA) packet. Now, the leaving LCA transfers
the needed information about the zone to the new LCA.

3.3.3. Nodes failure
The sudden failure of a LCA (or node movement outside

the network boundaries) can be discovered from the periodic
certificates update of LCAs. Hence, if the LCAs in a partic-
ular zone did not receive the ACREQ packet from a specific
LCA in a pre-determined time, then they will discover that
this LCA has a problem. So, one of these LCAs should take
the responsibility of electing a new LCA and broadcasting
NLCA and NALCA packets. Hence, the failure of a single
LCA (or even multiple LCAs) does not affect updating
nodes’ certificates as other LCAs in the zone collaborate to
elect a new LCA.

After that, if the failed LCA has been repaired, then it will
come back to the network as a regular node. To enable this
node to join the network from any zone, node’s IP address
and public key are sent to all LCAs in the network. Each
LCA in the corresponding zone sends a Failed NODE
(FNODE) packet to its adjacent LCA in the neighboring
zone. The later in turn will send it to LCAs in its zone.

Regular node failure also can be discovered from the
periodic node certificate update. If a LCA had in its authen-
tication table an expired node certificate and did not receive
e to a neighboring zone.

Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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a CREQ packet within a pre-defined period, then it will
discover that this node has a problem. Then, the LCA that
had issued the last certificate for that node will send a
FNODE packet.
3.3.4. Empty zones
Because of node movement, some zones may become

empty. When many nodes leave a specific zone, the last four
nodes that stay in that zone are its four LCAs. Any one of
these LCAs that wants to leave the zone should transfer its
responsibilities to one of the other LCAs. This will continue
until the last node in the zone (that plays the role of the four
LCAs) decides to leave the zone. Upon departing its zone, it
will send a packet to its adjacent LCA in the zone it is leaving
to. This packet informs the LCA of the new zone that
this node is the last node leaving the zone. This Empty
ZONE packet will be sent to the eight-neighboring zones
(four-neighboring zones and D-neighboring zones) of the
empty zone informing them that this zone is empty.

Once a node left a specific zone and entered the empty
zone, LCA of the departed zone sends a packet to the other
immediate neighboring zones of the empty zone asking them
to send the part of the empty zone private key they have.
LCA of the departed zone, upon receiving these parts,
combines them and sends a packet to the newly entered node
informing it that it is the only node in the zone and giving it
the needed information. The new node will issue to itself the
needed certificates and play the role of the four LCAs till
other nodes enter the zone. For example, if another node
entered this zone, each one of them will play the role of
two LCAs according to their positions.
3.3.5. Malicious and compromised nodes
Malicious nodes may cause some erratic behaviors such

as the use of invalid certificates, improperly signed packets
and misuse of some packets. ARANz drops all packets
that have any erratic behavior. Our protocol can collaborate
with a misbehavior detection system. If node A detects
misbehavior of node B, node A excludes node B from future
communications and sends Misbehavior NODE (MNODE)
packet to report this to the nearest LCA in its zone. If most
LCAs in a particular zone have received a pre-defined
number of MNODE packets for the same node, then they
can collaborate and broadcast a Compromised NODE
(CNODE) packet. So other nodes will exclude this node
from the routes till its certificate expires normally.

This technique is applicable also when the misbehaving
node is a LCA. For example, if three LCAs of a particular
zone received the pre-defined number of MNODE packets
indicating misbehaving of the fourth LCA in their zone,
they will remove this LCA from LCAsZz list of this
zone, broadcast a CNODE packet and initiate a new LCA
election process. Even before revoking the certificate of
the misbehaving LCA, the other three LCAs are still able
to issue certificates for trusted nodes in their zone though
the compromised LCA may refuse to send ACREP packets
for the ACREQ packets it receives.
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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In the case of having two compromised LCAs at the same
time in the same zone, neither the two trusted LCAs nor the
compromised LCAs will be able to update certificates for the
nodes in the zone. This situation may continue until the
certificates of all nodes within the zone expire; in this state,
they will not be able to participate in any future network
activity. This situation also may end (before having nodes’
certificates expired) by leaving one of the compromised
LCAs to a neighboring zone or having its battery energy
drained. In these cases, a new LCA needs to be elected to
replace the compromised one. Having a third trusted LCA,
the three trusted LCAs will be able to continue their tasks
as usual.

On the contrary, this situation may end by replacing one
of the well-behaved LCAs with a compromised one (e.g.,
the well-behaved LCA has moved to a neighboring zone
and the newly elected one is a compromised node). This
results in having three compromised LCAs in a particular
zone at the same time. In this case, the security of the whole
network is compromised, and these LCAs can collaborate
together and issue certificates for untrusted nodes.
3.3.6. LCAs synchronization
All LCAs in the network should maintain synchronized

clocks to ensure protocol correctness, to avoid a situation
such that two nodes in different zones are issued certificates
at the same moment with two different time stamps. Hence,
the type of synchronization needed for our protocol is main-
taining relative clocks rather than having the clocks adjusted
to a reference clock in the network. Consequently, nodes run
their local clocks independently but keep information about
the difference between their clocks and the system’s clock
so that at any instant, the local time of the node can he
converted to the system’s time. To maintain synchronization
among different LCAs in the network, GPS or a synchroni-
zation scheme can be used. A simple synchronization
scheme is proposed in the subsequent paragraphs.

As a starting point, PCA includes a time stamp within the
NROLEmessage sent to the LCAs during the network setup
phase. So each LCA will be able to know the difference
between its local clock and the LCA’s clock. Also, a time
stamp may be included in the information sent to a newly
elected LCA.

Additionally, all clocks are subject to clock drift;
oscillator frequency will vary unpredictably because of
various physical effects [28]. Hence, periodically, one of
the LCAs may send a message containing a time stamp
to other LCAs in the network to eliminate the effect of
LCAs’ clocks drifts. To increase robustness of the system,
the LCAs alternate this job. Also, a nonce is used to avoid
replay attack. Certainly, the LCA includes its zone LCA
certificate within the message, signs the contents of the
message and appends its own certificate. These packets
are sent among the LCAs in the same way as the Position
REQuest packets (subsection 3.5).

Regular nodes can use the time stamp included in their
certificates to know the system’s time and check the validity
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of the certificates of other nodes, so there is no need for extra
communications between the LCAs and the regular nodes.

3.4. Location service

This section discusses the location service used to enable any
source to get the position of a specific destination. Two cases
are considered: local and external communications. Local
communications mean that the two communicating nodes
reside inside the same zone. On the contrary, if a node has
data to be sent to a node in another zone, then this is called
external communication.

Before beginning the route discovery, the source should
know the destination’s position. The source S sends a posi-
tion discovery packet (PDP) to the nearest LCA in its zone
using restricted directional flooding to ask the LCA about
the position of the destination D. Thus, source S in Figure 5
will send the following PDP to LCA24:

S ! broadcast : PDP; NS; IPLCA24; IPD½ � KS�; CertS

The purpose of the node nonce NS is to uniquely identify
a PDP coming from a specific source. Each time S performs
position request, it monotonically increases this nonce. The
first node that receives this PDP adds a new field DLCA24

indicating the distance from itself to LCA24 to enable other
nodes to continue restricted directional flooding.

Upon receiving the first PDP, the LCA will check
whether the destination is in its zone or not. If the destination
is in the same zone of the source, then the destination will be
found in the authentication table of the LCA. Hence, the
LCA will unicast a Position REPly (PREP) to the source.
This PREP contains the destination’s position and goes back
along the reverse path to source:

LCA24 ! G : PREP; IPS; NS; PD; CertLZ2½ �
KLCA24�; CertLCA24

If the destination is in a different zone, then the destina-
tion will not be found in the authentication table of the
LCA. So the LCA will send multiple unicast PDP (using
source routing) to the other LCAs in its zone that have
Figure 5. Authenticated location service.
adjacent LCAs in neighboring zones. For example, LCA24

will unicast the following PDP for LCA21:

LCA24 ! LCA21 : ½PDP; IPS; NS; IPH; IPLCA21ð Þ;
CertLZ2; IPDÞ KLCA24�; CertLCA24

Each LCA in that zone will send this PDP to its adjacent
LCA in the neighboring zone. This PDP will be sent using
unicast if the adjacent LCA can be reached in one hop.
LCA24 for example will send:

LCA24 ! LCA42 : PDP; 2; NZ2; IPLCA42; CertLZ2; IPD½ �
KLCA24�; CertLCA24

If the adjacent LCA is not within the transmission range
of the first LCA, PDP will be sent using restricted directional
flooding. LCA21 for example will send:

LCA21 ! broadcast : ½PDP; 2;NZ2; IPLCA13; PLCA13;

CertLZ2; IPDÞ KLCA21�; CertLCA21

LCA13 position (PLCA13) is included in the request
because nodes in zone 2 are not aware of the position of
LCAs in zone 1. Now, each LCA in the neighboring zones
will check if it has received the packet from other LCAs in
its zone, then it will drop the packet. Else, it unicasts PDP
to the other LCAs in its zone; those have adjacent LCAs in
neighboring zones. These steps will be repeated until the
PDP packets reach LCAs (LCA32 and LCA33 in Figure 5)
having the destination node in their authentication tables.
These LCAs, in turn, will unicast a PREP back along the
reverse path to source. Suppose that LCA41 can be reached
within one hop from LCA33, then LCA92 will unicast the
following PREP:

LCA33 ! LCA41 : PREP; 2; NZ2; IPLCA41; PD; CertLZ3½ �
KLCA33�; CertLCA33

This packet will be unicast through reverse path till
reaching the source node. All the position discovery steps
are carried out using the authentication steps used with
ARAN protocol. Each node along the PDP path and the
reverse (PREP) path validates the previous node’s signature,
removes the previous node’s certificate and signature, signs
the original contents of the packet and appends its own
certificate. There is only one difference between the behavior
of the nodes upon receiving a request or a replay. When a
node receives a PDP, it records the previous node’s IP
address and forwards sending the packet; however, upon
receiving a PREP packet, it forwards the replay back to the
predecessor from which it received the original request.

3.5. Route discovery and setup

This section explains the needed steps to perform route
discovery and setup. After receiving the destination’s
position (whether local or external one), the source starts
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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instantiating a route to the destination by sending a RDP.
This is carried out using restricted directional flooding:

S ! broadcast : RDP; NS; IPD; PD; DD½ � KS�; CertS

NS is used to uniquely identify a RDP coming from a
specific source. When the destination receives the first
RDP, it unicasts a Route REPly (RREP) packet back along
the reverse path to the source. Let the first node that
receives the RREP sent by D be C:

D ! C : RREP; IPS; NS½ � KD�; CertD

All the route discovery steps are carried out using the
authentication steps used with ARAN protocol. Each node
along the RDP path and the reverse (REP) path validates
the previous node’s signature, removes the previous node’s
certificate and signature, signs the original contents of
the packet and appends its own certificate. There is only
one difference between the behavior of the nodes upon
receiving a request or a replay. When a node receives a
RDP, it records the previous node’s IP address and
forwards sending the packet; however, upon receiving a
RREP, it forwards the replay back to the predecessor from
which it received the original request.

3.6. Route maintenance

ARANz is an on-demand routing protocol; accordingly,
nodes keep track of whether routes are active or not. When
no data are received on an existing route, the route is simply
deactivated. Data received on an inactive route cause nodes
to generate an ERRor (ERR) packet. Nodes also use ERR
packets to report links in active routes that are broken
owing to node movement. All ERR packets must be signed.

3.7. Data transmission

After finishing route instantiation, source commences
sending data to the destination. As in ARAN, only the
control messages between nodes are subject to signing and
verifying. Once the route reply reaches the originator, it is
guaranteed that the route found is authentic. Consequently,
as in ARAN, data packets exchanged between nodes are
not signed and do not have attached certificates. Hence, each
node simply relays a data packet as is to its successor in the
route obtained during the route initiation process. However,
to ensure the data privacy and prevent other trusted nodes
from reading the data itself, the data may be encrypted using
the public key of the destination that the source may obtain
through position discovery phase.
4. PERFORMANCE EVALUATION

In this section, the performance of ARANz is studied and
compared with existing protocols. We shall compare our
protocol with the original ARAN protocol because our
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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protocol is based on it. Besides, we will also consider AODV
protocol for comparison issues because AODV is often
considered as a benchmark for evaluating the performance of
ad hoc routing protocols and because ARAN has been
proposed based on it. We begin this section with a summary
of the properties of the discussed protocols. After that, an
analysis of their robustness in the presence of different attacks
is provided in subsection 4.2, whereas subsection 4.3 provides
a preliminary simulated performance evaluation.

4.1. Summary of the evaluated protocols

Table VII summarizes properties of the discussed protocols.
Both AODV andARAN are reactive topology-based routing
protocols that use broadcasting in the route discovery
process, whereas ARANz is a restricted directional flooding
position-based routing protocol. AODV does not define any
security requirements and inherently trusts all participants.
On the contrary, ARAN and ARANz use cryptographic
certificates to prevent most of the attacks against ad hoc
routing protocols and detect erratic behavior. ARANz also
aims to achieve high level of security and avoid single point
of attack by distributing trust among multiple LCAs. All
three protocols are loop-free and can be implemented at
any network density.

Both AODV and ARAN are reactive topology-based
routing protocols that use broadcasting in the route discovery
process, whereas ARANz is a restricted directional flooding
position-based routing protocol. AODV does not define any
security requirements and trusts all participants.

On the contrary, ARAN and ARANz use cryptographic
certificates to prevent most of the attacks against ad hoc
routing protocols and detect erratic behavior. Moreover,
ARANz aims to achieve high level of security and avoid
single point of attack problem by distributing trust among
multiple LCAs. All three protocols are loop-free and hence
preserve the network resources and guarantee the correct
operation of the protocol. All of them alsomay be implemen-
ted at any network density.

Ad HocOn-demandDistance Vector selects the path with
the minimum number of hops. ARAN and ARANz do not
guarantee the shortest path, but they offer the quickest path
that is chosen by the RDP that reaches the destination first.
Simulations result in [1] showed that the average path length
for AODV and ARAN are almost identical. This indicates
that even though ARAN does not explicitly seek the shortest
paths, the first RDP to reach the destination usually travels
along the shortest path. Hence, ARAN is as effective as
AODV in finding the shortest path. It is expected for ARANz
to have the same criterion.

In ARAN, each node should update its certificate from the
trusted CA server; hence, the load is centralized on that CA.
This CA also presents a centralized trust and thus may be the
system single point of attack. ARANz, however, tries to
distribute load and trust by dividing the area into zones and
introducing multiple LCAs in each zone. Thus, compromis-
ing one LCA will not prevent other LCAs from updating
the certificates and electing a new LCA to replace the



Table VII. Characteristics of the presented protocols.

Performance parameter AODV ARAN ARANz

Type Topology-based (reactive) Topology-based (reactive) Position-based (restricted
directional flooding)

Secure No Yes Yes
Route discovery sending
mechanism

Route discovery packets
are flooded to all nodes
in the network

Route discovery packets are
flooded to all nodes in the network

Intermediate nodes
broadcast route discovery
packet only if they are
closer to the destination
than the previous hop

Main idea/contribution Initiating a route discovery
process only when the
route is needed

Protecting routing packets
against attacks from malicious
nodes in managed-open environments

Solving scalability as well
as single point of
compromise and failure
problems existing in ARAN
protocol

Proposal Uses next hop information
stored in the nodes of
the route with the
least number-of-hop field

• Provides authentication of
route discovery, setup and maintenance

• Divides area into zones
and introduces multiple
LCAs in each zone

• Uses cryptographic certificates
to prevent most security attacks
that face ad hoc routing protocols

• Requires sending a PDP
if the position of the
destination is unknown

• Routing messages are authenticated
at each hop from source to
destination, as well as on the
reverse path from destination to source

• Uses restricted
directional flooding to
forward RDP
• Provides authentication
of position update and
discovery as well as route
discovery, setup and
maintenance
• Uses cryptographic
certificates to prevent
most security attacks that
face ad hoc routing
protocols

Path selection Least number of hops Quickest Quickest
Loop freedom Yes Yes Yes
Density All All All
Load distribution Yes No Yes
Centralized trust No Yes (certificate authority) No (multiple LCAs in each

zone)
Synchronization No No Yes
Robustness High Low Medium
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compromised one. Using multiple LCAs in ARANz, on the
other hand, raises the need to keep them synchronized.

Ad Hoc On-demand Distance Vector and ARAN are
more robust in the route discovery phase than ARANz
because they broadcast the route request to the whole
network. ARANz however uses restricted directional
flooding to discover routes, and this may increase the effect
of a failure or movement of a single node. After setting up
the route, the three protocols, roughly, have the same
robustness because the failure of an individual node might
result in packet loss and setting up a new route. ARANz
tries to achieve higher robustness compared with ARAN
by distributing trust among different LCAs; multiple LCAs
should collaborate to issue certificates for the nodes inside
a particular zone. Hence, a failure of a single LCA (or even
multiple LCAs) will not affect updating nodes’ certificates
because other LCAs in its zone are able to discover its
failure and elect another LCA to replace it. However, in
ARAN, the CA is a vital of the network, and its failure
prevents all the nodes from updating their certificates.
After taking these points into consideration, the robustness
of AODV is considered high and those of ARAN and
ARANz are considered as low and medium, respectively.

4.2. ARAN and ARANz security analysis

Just like ARAN protocol, ARANz uses cryptographic
certificates to prevent most of the security attacks that ad
hoc routing protocols face. It introduces authentication,
message integrity and non-repudiation as part of a minimal
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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security policy for the ad hoc environment. Moreover,
confidentiality in ARANz is ensured if important data are
encrypted with the destination’s public key.

Because all ARAN packets must be signed, a node cannot
participate in routing without authorization from the CA.
This access control therefore relies on the security of the
CA, the authorization mechanisms employed by the CA,
the strength of issued certificates and the revocation mecha-
nism. Hence, this CA is a single point of attack, and it is a
big concern to keep this CA uncompromised. In ARANz, a
node is allowed to participate in routing after gaining
authorization from the LCAs of its zone. Even if one LCA
is compromised, the revocation mechanism discussed in
subsection 3.3.5 can be executed to exclude this LCA from
the network and elect a new one. One may think that intro-
ducing multiple LCAsmay cause compromising the network
if any of them is compromised. However, as mentioned in
subsection 3.3.5, security of the whole network is compro-
mised only if three LCAs of a particular zone are compro-
mised at the same time without being able to identify them
as compromised. In this case, these LCAs can collaborate
together to issue certificates for untrusted nodes in their zone.
Consequently, a higher level of availability is achieved by
ARANz owing to avoiding single point of attack problem.
On the contrary, the centralized CA in ARAN protocol
results in lower availability because the compromise of this
CA affects the security of the entire network.

The following is an analysis of the robustness of ARAN
and ARANz in the presence of different attacks introduced
in subsection 2.3:

• Passive attacks: detecting passive attacks is very
difficult because the operation of the network itself is
not affected. One way of overcoming such problems
is to use powerful encryption mechanisms to encrypt
the data being transmitted, therebymaking it impossible
for eavesdroppers to obtain any useful information from
the data overheard [20]. Both ARAN and ARANz uses
cryptographic operations to protect control packets
from eavesdropping.

• Active attacks: both protocols are robust against most
active attacks, as shown in the following discussion:

• Spoofed route signaling: all request packets, in ARAN
as well as ARANz, are signed with the source’s private
Table VIII. ARAN and AR

Criterion ARAN

Secure extension of AODV
Basic security mechanism Certificates and time stamps
Central trust Yes (CA)
Availability Low
Authentication Yes
Confidentiality No
Integrity Yes
Non-repudiation Yes
Anonymity No

Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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key and contain its certificate. Similarly, reply packets
include the destination’s certificate and signature,
ensuring that only the destination can respond to a
particular request. This prevents impersonation attacks
where either the source or destination is spoofed.

• Fabricated routing messages: ARAN and ARANz do
not prevent fabrication of routing messages, but they
offer a deterrent by ensuring non-repudiation because
all routing messages must contain the sender’s certifi-
cate and signature. Therefore, a node that injects false
messages into the network may be excluded from future
route discovery processes.

• Alteration of routing messages: both protocols specify
that all fields of request and reply packets remain
unchanged between source and destination. Because
both packet types are signed by the initiating node,
any alterations in transit would be detected, and the
altered packet would be subsequently discarded. Thus,
modification attacks are prevented in both protocols.

Tables VIII and IX give summary of the security
requirements satisfied by both protocols as well as different
attacks they defend against.

4.3. Simulated network performance

GloMoSim is used as a simulation tool to evaluate the
performance of AODV, ARAN and ARANz protocols.
AODV is already implemented in GloMoSim, so two new
models called “ARAN” and “ARANz” have been added to
GloMoSim to simulate ARAN protocol and our new protocol,
respectively.

Node transmission range of 250m is used. The initial
nodes positions are chosen randomly with node density
of 60 nodes/km2. After that, all nodes are allowed to move
according to the random waypoint mobility model. In this
model, each node travels to a randomly selected location
at a configured speed and then pauses for a configured
pause time, before choosing another random location and
repeating the same steps.

802.11 MAC layer and Constant Bit Rate (CBR) traffic
over User Datagram Protocol have been used. Source and
destination pairs are chosen randomly in both local and
external communications. Five CBR sessions are simulated
ANz security analysis.

ARANz

AODV
Certificates and time stamps
No (multiple LCAs in each zone)
Medium
Yes
Yes, if data are encrypted with destination’s public key
Yes
Yes
No



Table IX. ARAN and ARANz robustness against existing attacks.

Type Attack Robust against

Passive attacks Eavesdropping Yes
Active attacks Impersonation Yes

Fabrication No, but provides non-repudiation
Modification Yes
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in each run. Each session generates 1000 data packets of
512 bytes each at the rate of four packets per second. Local
communication percentage of 60% has been used. Hence,
in each run, three of the five CBR sessions are local and
the other two are external. The motive behind choosing this
percentage is that the chance for a node to communicate with
a node that is close to it is higher than communicating to a
node that is far away from it.

The key distribution in ad hoc networks is beyond the
scope of our work, and it deserves further devoted research.
Accordingly, for simulating ARAN and ARANz, we
assumed that the key distribution procedure is finished, so
that all hosts can examine the genuineness of the signed
packets. ARAN and ARANz are simulated using a 512-bit
key and 16-byte signature. These values are reasonable to
prevent compromise during the short time that nodes
spend away from the certificate authority and in the ad
hoc network [1].

For either protocol, a routing packet processing delay of
1ms is assumed. This value was obtained through field
testing of the AODV protocol implementation [3]. Addition-
ally, a processing delay of 2.2ms is added to account for the
cryptographic operations for ARAN and ARANz. This value
is adopted from [1], which they obtained through the imple-
mentation testing of measuring processing routing messages
of ARAN for both a laptop and a handheld computer. Also, a
random delay between 0 and 10ms is introduced before the
retransmission of a broadcast packet to minimize collisions.

To have a consistent comparison of results, a basic
version of AODV is used, which does not include optimi-
zations such as the expanding ring search and local repair
of routes.

The effect of three important parameters of ad hoc
network has been tested. These parameters are node mobility
speed, area size and malicious node percentage. For each
parameter, five performance metrics are evaluated. These
metrics are as follows:

1. Packet delivery fraction: the fraction of data packets
generated by the CBR sources that are received by
their destinations. This evaluates the ability of the
protocol to discover and maintain routes.

2. Average path length: the average length of the paths
discovered by the protocol. It is calculated by averag-
ing the number of hops taken by each data packet to
reach the destination.

3. Packet routing load: the ratio of routing packets to
delivered data packets. Routing packets are those
sent during the location service phase as well as
route instantiation and maintenance phase. The
transmission at each hop along the route also is
counted in the calculation of this metric.

4. Average route acquisition latency: the average delay
needed for discovering a route to a destination. It is
defined in ARAN and AODV as the average delay
between sending a route request/discovery packet by
a source and receiving the first corresponding route
reply packet. In ARANz, it is defined as the average
delay for both discovering position of the destination
as well as initiating a route to it. If a request timed
out and needed to be retransmitted, then the sending
time of the first transmission is used for calculating
the latency.

5. Packet network load: the overhead packets resulted
from constructing and maintaining network structure
as well as updating nodes’ positions and certificates.
It is calculated in ARANz as the summation of all
packets sent during the setup and maintenance phases.
On the contrary, it is calculated in ARAN as the
summation of all packets sent to update nodes certifi-
cates. The transmission at each hop along the paths
also is counted in the calculation of this metric. Related
to AODV, it is a flat non-secure topology-based
routing protocol; that is, there are no packets sent
neither to maintain network structure nor to update
nodes’ positions or certificates. As such, packet
network load of AODV is excluded from the figures.

For the following figures, each point is an average of five
simulation runs with identical configuration but different
randomly generated numbers.

4.3.1. Node mobility speed effect
To study the effect of node mobility speed a 2� 2-km

network is considered. This terrain is used because it is
considered as a moderate-sized ad hoc network. This
network contains 240well-behaved nodes and is divided into
four zones. Simulations are run with 0-m/s, 3-m/s, 6-m/s and
10-m/s speeds with pause time fixed at 30 s.

As shown in Figure 6(a), the packet delivery fraction
obtained using ARANz protocol is higher than 95% in all
scenarios. This suggests that ARANz is highly effective in
discovering and maintaining routes for delivery of data
packets even with relatively high node mobility. As we can
also see from the figure, packet delivery fraction for ARANz
and ARAN is identical to that for AODV in the low node
mobility, but it is slightly less when mobility increases. This
is because of higher packet processing and authentication
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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delay at each node in the case of using ARAN and ARANz
protocols. In other words, longer time means higher
probability for losing the link connection because of node
movement, which results in dropping some packets. This
time will be longer if node mobility resulted in increasing
the distance between source and destination, which accord-
ingly increases number of hops.

Even thoughARAN andARANz do not explicitly seek the
shortest paths, the first RDP to reach the destination usually
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
travels along the shortest path (as shown in Figure 6(b)).
Hence, it is obvious that ARAN and ARANz are as efficient
as AODV in discovering the shortest paths. The average
path length for the three protocols increases slightly with
increasing node mobility. This mobility may result in
separating source and destination nodes from each other and
producing longer paths.

As shown in Figure 6(c), ARANz has the minimum
packet routing load. ARANz does not broadcast the RDP
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to whole area. In ARANz, the RDP is sent using restricted
directional flooding towards the destination; this is the
reason behind reducing the overall routing load. Even
PDPs are sent using restricted directional flooding or
source routing. Also, it is clear from the figure that ARAN
has higher packet routing load than AODV, although both
protocols broadcast route request/discovery to the entire
network. This is because of two reasons. The first is
because ARAN has higher packet processing and authenti-
cation delay at each node, which in turn, increases the
chance of a link break because of node movement. This
break causes the source to reinitiate a new RDP, which
increases the overall routing load for ARAN. Second, if
an intermediate node in AODV has a valid route towards
destination, then it can answer with a RREP to the source.
Hence, there is no need to rebroadcast the RREQ to its
neighbors, which in turn reduces the overall AODV
routing load.

To study the effect of node mobility on packet routing
load, let us refer again to Figure 6(c). It is clear from the
figure that routing load for the three protocols increase with
increasing node mobility. This is because increasing mobil-
ity will increase the chance for losing the link connection
and reinitiating RDP, which increases overall packet routing
load for the three protocols.

Figure 6(d) shows that the average route acquisition
latency for ARAN and ARANz protocols is higher than that
for AODV. While processing ARAN and ARANz routing
control packets, each node has to verify the digital signature
of the previous node and then replace this with its own digital
signature, in addition to the normal packet processing as
carried out by AODV. This signature generation and
verification causes additional delay at each hop, so average
route acquisition latency increases. Moreover, although
some other position-based routing protocols assume that
the position of the destination is known previously to the
source or that nodes periodically broadcast their positions
to all other nodes in the network, ARANz has high latency
because it takes into consideration the time required to make
an enquiry about the position of the destination.

Figure 6(d) also shows that average route acquisition
latency for the three protocols slightly increase with increas-
ing node mobility. This mobility may make the nodes far
away from each other that produce longer paths, thus more
latency.

As shown in Figure 6(e), packet network load for
ARANz is much less than that for ARAN. The main reason
behind this difference is that nodes in ARAN are unaware
of CA position; hence, all periodic certificate update
request packets sent from nodes to CA are broadcasted to
the entire network. In ARANz, however, certificate update
request packets as well as position update packets are sent
from nodes towards the nearest LCA to themselves using
restricted directional flooding. After that, these packets
are forwarded from the nearest LCA to other LCAs in its
zone using source routing. Even packets sent upon
updating LCA position or electing a new LCA, they are
sent only to nodes in the intended zone and adjacent
LCA in the immediate neighboring zone. Moreover,
packets sent in case of node movement to a neighboring
zone are sent using source routing or restricted directional
flooding. Additionally, node failure packets and LCA
synchronization packets are sent only to LCAs in the
network using LCA flooding. Finally, the only two packets
that are broadcasted to the entire network are NETSET
packet during the network setup and CNODE packet to
indicate misbehaving of a particular node.

Packet network load for ARANz increases slightly as the
node mobility increases. Frequent node mobility results in
increasing number of packets sent for updating node
positions as well as electing new LCAs. In ARAN, however,
certificate update request packets are broadcasted to the
entire network regardless of node mobility speed.

4.3.2. Area size effect
To study the effect of area size, three networks of 1� 1-km,

2� 2-km and 3� 3-km area sizes are tested. These networks
are divided into multiple zones each of 1� 1 km. Simula-
tions are run with 60nodes/km2. These nodes are moving
with a speed of 5m/s, as it is considered as a moderate speed,
with pause time fixed at 30 s. All nodes are considered to be
well behaved.

As shown in Figure 7(a), packet delivery fraction for
ARAN and ARANz is slightly less than that for AODV
especially in the large area network. This is because of higher
packet processing and authentication delay at each node in
the case of using ARAN and ARANz protocols. This delay
increases the probability for losing the link connection
because of node movement, which results in dropping
some packets. Also, the fraction of data packets delivered
decreases with increasing the area size for the three protocols
because of higher number of nodes that the packet passes
through, which increases the probability of link break.

Figure 7(b) shows that the average path length for the
three protocols is almost identical for a specified network
size. This indicates that ARAN and ARANz are as efficient
as AODV in discovering the shortest paths. Also, it is clear
that the average length of the discovered paths increases
with increasing the area size because of higher number of
nodes that the packet passes through if the source and
destination are apart from each other, which means
longer paths.

As shown in Figure 7(c), packet routing load for the three
protocols increase with increasing area size because of
higher probability of link break that requires reinitiating a
RDP. ARANz still has the minimum packet routing load as
a result of using restricted directional flooding in forwarding
RDP. Additionally, it is clear that ARAN has higher routing
load than AODV because ARAN has higher packet proces-
sing and authentication delay, which increases the chance
of a link break and reinitiating a new RDP.

Figure 7(d) shows that the average route acquisition
latency for the three protocols increases with increasing
area size because of increasing number of nodes that the
control packets pass through. As the figure shows, ARANz
has the highest latency because of time required for
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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position enquiry process. Moreover, average route
acquisition latency for ARAN is higher than that for
AODV because of higher ARAN packet processing and
authentication delay.

As shown in Figure 7(e), packet network load for
ARAN and ARANz are almost identical when a network
of 1� 1-km size is used. ARANz deals with this network
size as one zone; hence, some packets such as those sent
upon updating LCA position or electing a new LCA are
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
broadcasted to the entire network. In large area networks,
however, network load for ARAN becomes much higher
than that for ARANz, reaching to more than 10 times
in 3� 3-km area network. This large gap results from
broadcasting certificate update request packets to the entire
network upon using ARAN. The packet network load for
both protocols increases as the network size increases.
Larger network size results in increasing number of
packets sent for updating nodes’ positions and certificates.
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4.3.3. Malicious node percentage effect
The experiments described in the previous sections

compare the performance of the three protocols where all
nodes are considered well behaved. This section tries to
investigate the efficiency of our secure routing protocol in
detecting malicious nodes. The effect of malicious node
behavior is studied on 2� 2-km network that contains 240
nodes and divided into four zones. These nodes are moving
with a speed of 5m/s. Five CBR sessions are simulated in
each run: three of them are local and two are external. Simu-
lations are run with 0%, 10%, 20% and 40% malicious node
percentages. These malicious nodes are selected randomly.

The malicious behavior simulated in this scenario is an
example of the modification attack. Whenever a malicious
node receives a route request/query or route reply, it draws
a random number between 0 and 1. If the drawn number is
less than 0.5, then it illegally resets the hop count field to 0,
pretending to be only one hop away from the source or
destination. Otherwise, the control packet is forwarded
without modification.

The obtained results show that packet delivery fraction,
packet routing load and packet network load for the three
protocols are, roughly speaking, not affected by malicious
node percentage. Hence, these three metrics have been
excluded from the presented results and another three metrics
have been added for this experiment, which are as follows:

1. Malicious route percentage: the fraction of the used
routes that have malicious nodes within them. It is
calculated as number of routes passing through
malicious nodes over the total number of routes.

2. Compromised node percentage: the percentage of
nodes that have been considered as compromised as
a result of recognizing their misbehavior.

3. Packet malicious load: the overhead packets resulted
from sending misbehavior detection packets such as
MNODE and CNODE packets. The transmission at
each hop along the paths is also counted in the calcula-
tion of this metric.

It is clear that the last two metrics are specified for
ARANz protocol because neither ARAN nor AODV has
a misbehavior detection system.

It is clear from Figure 8(a)–(b) that the average path
length and route acquisition latency for ARAN and ARANz
are roughly not affected by the simulated malicious node
percentage, whereas these two metrics for AODV increase
as malicious node percentage increases. This is because
malicious nodes can exploit AODV so that the non-shortest
paths are selected, whereas such exploitation is not possible
with ARAN and ARANz.

Figure 8(c) shows that the malicious route percentage is
increased for the three protocols when malicious node
percentage is increased. However, upon using AODV, a
much larger fraction of routes have malicious nodes within
them. When the malicious node resets the hop count field
to 0, it forces the selected routes to pass through itself
because AODV selects the shorter path. ARAN and
ARANz, on the contrary, cannot be exploited in this fashion.
The selected route could pass through a malicious node but
not forced to this. Results also show that ARANz has the
minimum malicious route percentage because of detecting
and excluding malicious nodes from the future used routes.
Excluding malicious nodes from the used routes reduces
the probability of performing attacks during the forwarding
process such as replaying, modifying and dropping data
packets.

Referring to Figure 8(d)–(e), it is apparent that compro-
mised node percentage and packet malicious load for
ARANz increase as the malicious node percentage increases.
This suggests that ARANz is efficient in identifying and
isolating modification attackers.
5. DISCUSSION

AdHoc On-demand Distance Vector is a non-secure reactive
routing protocol; hence, it has less processing overhead
compared with ARAN and ARANz because nodes in
AODV do not apply cryptographic operations such as
validating the previous node’s signature, signing the routing
packets and appending certificates. AODVuses broadcasting
in the route discovery phase that increases its robustness
against nodes’ failure on one hand, whereas it increases
packet overhead on the other hand. This is because the route
request packet is sent to all nodes in the network. Because of
this, AODV is not a scalable protocol.

Like AODV, ARAN is a reactive routing protocol that
uses broadcasting in the route discovery process. ARAN
uses cryptographic certificates to prevent most of the attacks
against ad hoc routing protocols such as modification,
impersonation and fabrication as well as to detect erratic
behaviors such as the use of invalid certificates, improperly
signed packets and misuse of some packets. However, the
usage of these certificates increases the route acquisition
latency as well as packet and processing overheads com-
pared with AODV. These increased latency and overhead
are because of the encryption/decryption processes along
with route request broadcast. ARAN also suffers from the
centralized trust and load, that is, single point of attack and
failure. Similar to AODV, ARAN has scalability problem
owing to using one certificate authority server that can be
the operation bottleneck.

With ARANz, a scalable and secure solution can be
achieved. Adopting the authentication methods used in
ARAN, ARANz is a secure routing protocol. Additionally,
via dealing with the network as zones and using restricted
directional flooding, our new model aims to exhibit better
scalability and performance. As opposite to ARAN, ARANz
distributes load and trust by dividing the area into zones and
introducing multiple certification authorities (i.e., LCAs) in
each zone. Distributing load and trust helps in achieving
the following:

(a) High level of security by avoiding single point of
attack problem. In ARANz, security of the network
Security Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
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is compromised only if three LCAs in the same
zone are compromised at the same time.

(b) High level of robustness owing to avoiding single
point of failure problem. A failure of a single
LCA in ARANz does not affect updating nodes’
certificates because other LCAs in its zone are able
to discover its failure (via periodic certificate update
process) and elect another LCA to replace it. How-
ever, in ARAN, the CA is vital to the network and
curity Comm. Networks (2012) © 2012 John Wiley & Sons, Ltd.
I: 10.1002/sec
its failure prevents all nodes from updating their
certificates.

Using multiple LCAs in ARANz, on the contrary, comes
up with a need to keep them synchronized.

Our simulation results show that ARAN and ARANz
are as effective as AODV in discovering and maintaining
not only routes but also the shortest paths. It is obvious from
the simulation results that ARANz has achieved the
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scalability issue by maintaining the minimum packet routing
load even with large networks and high node mobility.
ARANz reduced packet routing load is a natural result of
sending RDP using restricted directional flooding towards
the destination.

The cost of ARAN and ARANz security is higher
latency in route discovery because of cryptographic compu-
tation that must occur. ARANz reduced packet routing load
comes in the cost of higher latency in route discovery
because of the time required to obtain destination’s position.
6. CONCLUSIONS

A new model of routing protocol, ARANz, has been
proposed in this work. This protocol addresses the
managed-open environment where the possibility to use
already established infrastructure is available. ARANz
introduces a hierarchal and distributed routing algorithm,
which improves performance and scalability of the routing
protocol by dividing the area into zones. ARANz aims to
achieve robustness, increase network security and solve the
single point of failure and attack problems by introducing
multiple LCAs. Our ARANz also aspires to exhibit better
scalability, performance and robustness against frequent
topological changes via the restricted directional flooding
position-based routing protocols.

Our preliminary simulations show that ARANz is highly
effective in discovering the shortest paths and maintaining
secure routes even with relatively high node mobility,
large network size and large percentage of malicious nodes.
Moreover, ARANz has achieved the scalability issue by
maintaining the minimum packet routing load in all
presented scenarios compared with AODV and ARAN
protocols. The cost of ARANz is higher latency in route
discovery on account of the time required for authentication
and packet processing as well as obtaining destination’s
position.
7. FUTURE WORKS

Our next tasks are to evaluate the effectiveness of the
protocol in dealing with security issues considering differ-
ent number of malicious nodes existing in the network and
performing different types of attacks. We also aim to test
ARANz scalability considering different node densities,
different zone sizes, different number of LCAs in
each zone and different local communication percentages.
Comparisons will then be performed with other existing
secure routing protocols especially secure AODV exten-
sions such as [10–12]. Last but not least, in our current
work, we have considered that nodes are evenly geograph-
ically distributed. It is one of our future tasks to consider
the case when some regions of the network have very
few nodes and some others have much more.
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