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Simulation of three-phase induction motor using
nonlinear model predictive control technique
Jasem Tamimi1*

Abstract: In this paper, nonlinear model predictive control (NMPC) has been used to
control an induction motor (IM). The IM model that is used in the control is third or
fifth order model that is based in the vector analysis of the IM. In the third order
model, the rotor speed and fluxes are considered as system states where the source
frequency and the stator currents are control variables. In the fifth order, the state
variables involve stator currents, rotor speed and fluxes where the control variables
are stator voltages and source frequency. The formulated nonlinear optimal control
problems that are used in the NMPC frameworks are not based on the field ordi-
nation technique, however, the input frequency is computed by the MPC optimizer.
Moreover, the convergence or stability of the motor speed is guaranteed using
stability auxiliary constraint. Simulation studies show the performance of the pro-
posed control algorithm.

Subjects: Simulation & Modeling; Automation Control; Control Engineering; Power
Electronics
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1. Introduction
The induction motor (IM) and its control have been widely researched in the last three decades due
to many reasons; the IM is less expensive compared to other motors types, so the IM can be used
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in a wide rang of applications such as heavy lifting, wind turbine and electrical vehicle. In addition,
the maintenance cost can be neglected in the IM due to its construction. In other words, one can
notice that a wide range of industrial drive applications use IMs (Buja & Kazmierkowski, 2;
Leonhard, 2001) than other motor types. These drivers have been designed and built using the
“modern” or vector modeling method. The IM vector modeling depends on two reference frames;
stationary and arbitrary, which were originally introduced by Clark and Park using well-known 3-to-
2 phase transformations (Clarke, 1943; Park, 15). Theses transformations as well as field orienta-
tion control (FOC) technique lead to an IM model in which we can deal with the IM similar to the DC
motor (Holtz, 10). However, engineers always demand more efficient industrial drives, i.e., fast,
simple and robust performance, for the IM application.

On the other hand a nonlinear model predictive control (NMPC) is one of the most important
control algorithms, since we can employ an explicit nonlinear model as well as constraints on state
and control variables (Diehl, Findeisen, & Schwarzkopf et al., 2002; Hong, Wang, Li, & Wozny et al.,
2006; Qin & Badgwell, 2003). (Chang & Kim, 1997) have suggested a minimum-time minimum-loss
speed control algorithm for IMs under FOC with IM variable constraints to obtain high performance
and efficiency. (Miranda, Cort´Es, & Yuz et al., 2009) presented a predictive control algorithm that
uses a state-space model.

Scoltock et al 2010have compared two MPC of IM. Namely, forced machine current control which
was proposed in the early 1980s and model predictive direct torque/current control. They show
through a simulation proposal that the steady-state performance of both methods is similar when
the switching horizon of second method is limited. However, when the switching horizon is
extended, the performance of the second method is improved. Wang and Gan (Wang & Gan,
2013) have proposed the design of gain scheduled continuous-time MPC with constraints. They
used the linearized model of induction machine example to illustrate this controller.

The conventional field orientation condition concept is to make the IM emulate the separately
excited DC motor as a source of adjustable torque. This will be done by assuming one of the flux
components equals to zero while the motor rotating and then one can easily obtain the needed
frequency for the motor operating point. However, in this work we use the original nonlinear model
of the IM to formulate the nonlinear optimal control problem. That is, both flux components are
not assumed to be zeros, but they are considered state variables in the NMPC problem. On the
other hand, the control variables will then be the input frequency and source voltages (in the
voltage-fed case) or the frequency and source currents (in the current-fed case).

This paper is organized as follows. Section 2 presents the IM nonlinear equations in a
rotating dq frame. Section 3 presents concept of NMPC used for IM control. Section 4 presents
the problem formulation and the control objective. Sections 5 and 6 show the structures the
IM-MPC controller using third order and fifth order models, respectively, which are simulated in
Section 7. Finally, Section 8 concludes the paper.

2. Induction motor dynamics
An IM “T” equivalent circuit as shown in Figure 1 is represented in a rotating dq frame for a three phase
symmetrical IM. For a squirrel cage IM, the rotor bar ends are shorted circuit, i.e., vqr and vdr equal zero.

Figure 1. “T” equivalent circuit
model of the IM: (a) in d-axis
and (b) in q-axis.
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where Rs; Rr are the stator and rotor resistance, respectively, Ls; Lr are the stator and rotor
inductance, respectively, Lm is the mutual machine inductance, vds; vqs are the d� and q� axes
stator voltage, respectively, ids; iqs are the d� and q� axses stator current, respectively, λds; λqs
are the d� and q� axses rotor flux, respectively, ωs; ωm are the synchronous and mechanical

speeds, respectively. The synchronous speed is given by ωs ¼ 2πf
p where p is the number pole pairs.

σ ¼ 1� L2m
LsLr

is called the leakage factor. For more detail on the derivation of Equations (1)–(4), the

reader may refer toGehlot and Alsina (1993; Miranda et al., 2009; Ozpineci & Tolbert, 2003; Rashid,
2009). The induced torque in the IM is as follows:

Tind ¼ 3
2
p λs

!
� is

!
¼ 3pLm

2Lr
iqsλdr � idsλqr
� �

The motion equation of the rotating motor shaft is given as follows:

dωm

dt
¼ Tind � TL

J
¼ 3pLm

2JLr
iqsλdr � idsλqr
� �� TL

J
(5)

where J is the shaft moment of inertia and TL is the load torque (Gehlot & Alsina, 1993; Miranda
et al., 2009).

3. Model predictive control of the IM
MPC is a control strategy therewith we compute, online, the plant control that optimize (mini-
mize) certain performance index subject to model equations and constrains involving states and
controls (Bartholomew Biggs, 2008; Chen, O’Reilly, & Ballance, 2003; Tamimi & Li, 2009).
Therefore, the model is used to predict the process output at a future time horizon by finding
an optimal control sequence for a predefined objective functional using the theory of the optimal
control (Camacho & Alba, 2013).

The system to be controlled is explicitly described by a set of differential algebraic equations
(DAEs), e.g., (1) to (5) for the IM case, with initial conditions that are measured or estimated before
optimization. Again, the optimal control is then formulated by defining a performance index to be
minimized subject to the set of the DAEs, initial conditions as well as box constraints on the state
and control variables. This optimal control problem must be defined along the prediction horizon,
say Tp. Using the MPC, first part the optimal control is only applied to the plant (IM) over the control
horizon Tc (where Tc < Tp). If there are no disturbances and no model-plant mismatch then we can
apply the input over the prediction horizon. But when we have disturbances and model-plant
mismatches, the computed control strategy can be not realized. Therefore, a feedback mechanism
will be implemented, that means, the computed open-loop input function will be implemented
only until the next feedback measurements are available.

Thus, the basic structure of the MPC implementation to various dynamic processes can be shown
in Figure 2(a). Figure 2(b) shows the basic principle of the MPC. We use the system model to predict
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the future plant outputs, based on past and current values and optimal future controls as well as
the system constraints.

Accordingly, the MPC methodology can be summarized as follows:

(1) Measure and/or estimate state variables at time instant tj.

(2) Compute an optimal control vector by solving an open-loop optimal control problem over a
future prediction horizon subject to model equations, constrains on states and controls
based on measured and/or estimated state variables.

(3) Apply the first part of the computed optimal controls until the new state measurements
and/or estimations are available.

(4) Set j ¼ jþ 1 and continue with step 1.

4. Problem formulation
Equations (1) to (5) represent the IM dynamics which can be rewritten in a compact form

dx
dt

¼ fðx;uÞ

where x ¼ ids iqs λdr λqr ωm
� �T is the state vector and u ¼ vds vqs f

� �T is the control vector;
thus, the control variables of the IM are the stator voltage and source frequency. However, the IM
dynamics can be reduced, namely, only Equations (3)–(5) are used to describe the IM. In this the

state vector is only x ¼ λdr λqr ωm
� �T and the control vector is u ¼ ids iqs f

� �T, i.e., the stator

currents and sources frequency are considered as control variables.

Now the control objective is to find the optimal control vector u, even with reduced model
(Equations 3–5) or complete model (Equations 1–5), within the NMPC framework (cf. Steps 1–4,
Section 3), and at the same time satisfy some constraints on the sate and control variables. In this
paper, we assume only a constraint for the IM speed is only needed for the control.

5. Model predictive control of the current-fed IM
If the stator currents are the control variables of the IM, Equations (1) and (2) can be neglected.
Then the reduced-order equation in the excitation reference-frame can be expressed by Equations
(3)–(5). In the conventional field-oriented control, decoupling between input and output variables
have been made (Chan et al., 1990). In this control strategy, the rotor flux in q� axis equals zero
where in d� axis must be constant. Therefore, for given desired torque and rotor flux the stator
currents and input frequency can be easily computed (Trzynadlowski, 1994).

In this work, we let all state as well as control variables be optimized in the NMPC framework.
Figure 3 shows block diagram of the IM control using NMPC with considering the stator currents
are the control variables. Here the state variables are the rotor fluxes which will be estimated using
flux estimator, see Trzynadlowski (1994), as well as the rotor speed which will be measured. Both
rotor flux estimations and rotor speed measurement will be fed back to the NMPC and considered

Figure 2. (a) Basic MPC control
loop and (b) principle of model
predictive control (MPC).
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as initial conditions each NMPC solution. On the other hand, the control variables are the stator
current and operating frequency of the inverter.

Therefore, the NOPC of the NMPC can be summarized as follows:

min
ids ;iqs ;f

ðtjþTp

tj
Lðλdr; λqr;ωm; ids; iqs; f ; tÞdt; (6a)

subject to

λdrðtjÞ ¼ λdrj; λqrðtjÞ ¼ λqrj; ωmðtjÞ ¼ ωmj: (6b)

½ids iqs f �Tmin � ½ids iqs f �T � ½ids iqs f �Tmax "t 2 ½tj; tj þ Tp�; (6c)

½λdr λqr ωm�Tmin � ½λdr λqr ωm�T � ½λdr λqr ωm�Tmax "t 2 ½tj; tj þ Tp�; (6d)

and Equations (3)–(5), where Equation (6a) represents the cost functional which includes the
Lagrange function Lð:Þ, tj is each time instant when the states estimations and measurements
are available, i.e., λdrj; λqrj and ωmj, j ¼ 1;2; . . . and Tp is the prediction horizon. Equations (6d) and

(6c) are called box constraint on state and control variables, respectively. Note that the control
horizon Tc ¼ tjþ1 � tj.

Without loss of generality, an additional path constraint, e.g, sðλdr; λqr;ωm; ids; iqs; f ; tÞ � 0 "t 2
½tj; tj þ Tp� can be added to Problem (6) to satisfy some torque and power rating constraint,

however, this constraint is not used in our work.

6. Model predictive control of the voltage-fed IM
In the voltage-fed IM case, the control signal for a voltage source inverter are the stator voltages.
In this case, all Equations (1)–(5) are considered. This means, the stator currents, rotor voltages as
well as rotor speed are considered as system states where the synchronous speed or excitation
frequency is third control command that will be fed to the voltage source inverter. Figure 4 shows
block diagram of the IM adjustable drive control using NMPC with voltage-fed commands.

Moreover, the NOPC of the NMPC system is:

min
vds ;vqs ;f

ðtiþTp

tj
Lðids; iqs; λdr; λqr;ωm; vds; vqs; f ; tÞdt; (7a)

subject to

Figure 3. Block diagram of the
adjustable current fed IM with
NMPC.

Tamimi, Cogent Engineering (2018), 5: 1516489
https://doi.org/10.1080/23311916.2018.1516489

Page 5 of 10



idsðtjÞ ¼ idsj; iqsðtjÞ ¼ iqsj (7b)

λdrðtjÞ ¼ λdrj; λqrðtjÞ ¼ λqrj (7c)

ωmðtjÞ ¼ ωmj (7d)

½ids iqs f �Tmin � ½ids iqs f �T � ½ids iqs f �Tmax "t 2 ½tj; tj þ Tp�; (7e)

½λdr λqr ωm�Tmin � ½λdr λqr ωm�T � ½λdr λqr ωm�Tmax "t 2 ½tj; tj þ Tp�; (7f)

and Equations (1)–(5), where idsj and iqsj are the stator current measurements each time instant tj
where j ¼ 1;2; . . .

7. Simulation results
In this section, we demonstrate the efficiency of the proposed strategy. We use an IM that has the
following parameter (that is used in Trzynadlowski, 1994): Three-phase, 10 hp delta-connected,
squirrel-cage IM, the stator rated voltage is 220 V, the rated frequency is 60 Hz with rated speed
1164 rpm with three pole pairs. Stator and rotor referred to stator resistances are 0.294 and
0.156Ω, respectively. Magnetizing, stator and rotor inductances are 0.041 H, 0.0424 H and
0.0417 H, respectively. Rotor moment of inertia is 0.4 kg:m2.

7.1. Simulation of the current-fed IM
Weapply theMPC of current-fed IM using numerical algorithmgroup framework (NAG) and interior point
optimizer (IPOPT) which are used to combined multiple shooting and collocation on finite elements
methods (Tamimi & Li, 2009). The simulation is done using I7 machine, 6 G Byte RAM and 2.6 GHz.

The control goal is to drive the IM from initial state into desired speed. Thus, to match this goal
robustly, a stability constraint might be used. Therefore, we use a stability technique used in
Tamimi and Li (2011) and the NOPC (6) can be be reformulated by

min
ids ;iqs ;f ;a

ðtjþTp

tj
Lðλdr; λqr;ωm; ids; iqs; f ; a; tÞdt; (8a)

subject to constraints (6b)–(6d), and Equations (1)–(5) and

� ζe�at � ωF
m � ωmðtÞ � ζe�at þ ωF

m (8b)

where ζ is called the maximum mechanical speed overshoot and be pre-defined and a is the
convergence rate of the mechanical speed which will be optimized. Now define Lð:Þ in (8a) by

ωm � ωF
mjj2qþ

��� ������ ���ζe�atjj2q̂
	 


where :j jj j2q is the Euclidian norm and ωF
m is a desired mechanical speed

Figure 4. Block diagram of the
adjustable voltage fed IM with
NMPC.
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and defined as 100 rad/sec. Arbitrary choosing ζ ¼ 110rad=sec, q and q̂ are fixed to 0.1, prediction and
control horizons are 1 and 0.1 s, respectively .1 Box constraints (14) and (15) are as follows:

½λdr λqr ωm�Tmin ¼ ½�2 � 2 � 160�, ½λdr λqr ωm�Tmax ¼ ½2 2 160�, ½ids iqs f �Tmin ¼ ½�90 � 90 0�T and

½ids iqs f �Tmax ¼ ½90 90 120�T. The prediction horizon is divided to 100 subintervals. Figure 5(a) shows
the rotor fluxes profiles and rotor speed profile, 2 while Figure 5(b) shows the control profiles, i.e., stator
current and excitation frequency.3

Moreover, adding Inequality (8b) toOCP (6) (cf. OCP (8))will increase the speed of convergence to the
desired motor speed ensure that the desired motor speed is reached. That is, without Constraint (8b)
will takemore time to reach the desiredmotor speed. However, to solve theOCP using one of the direct
methods, a discretization scheme will be used and thus the OCP is converted to a nonlinear program-
ming (NLP) problem which will be solved usually by the method of sequential quadratic programming
(SQP) (Bartholomew Biggs, 2008; Chen et al., 2003; Tamimi & Li, 2009). Without loss of generality, the
size of the resulted NLP problem depends on the size of the OCP, i.e., number of control and state
variables, as well as the number of subintervals used in discretization method. By adding such
inequality constraints to the OCP, the number of state variables will be doubled but, however, the
size of the corresponding NLP problem does not significantly increase. The reason for this observation
is that the introduced inequality constraints are governed by linear, decoupled system dynamics (cf.
Inequality (8b)) and, therefore, the additional size of the NLP problem comes only from the size of the
vector a. If the combined multiple shooting-collocation approach (Tamimi & Li, 2009), for example, is
used to solve the OCP (8), the inequality constraint is used to stabilize the IM speed and the number of
the subinterval used to discretize the OCP is 100 subintervals, then the size of the NLP problem by
adding the inequality constraint will be 607 instead of 606, see Table 1 for calculation of the NLP size.
However, for the solution of OCP (8), adding these inequality constraints may cause additional
computational expense due to the restriction of the system states .

7.2. Simulation of the voltage-fed IM
Again, to simulate the voltage-fed IM in Section 6, the control goal is to drive the IM into desired,wF

m,
speed. Thus the MPC problem is repeatedly solve the following NOPC, taking inmind the box constraint
and the steady state operating point. Therefore, the nonlinear OCP can be defined as follows:

min
ids ;iqs ;f ;a

ðtjþTp

tj
Lðλdr; λqr;ωm; ids; iqs; f ; a; tÞdt; (9a)

subject to Constraints (7b)–(6d), and Equations (1) to (5) and

� ζe�at � ωF
m � ωmðtÞ � ζe�at þ ωF

m (9b)

Figure 5. (a) Rotor fluxes and
speed using MPC with the cur-
rent-fed control method. (b)
Stator currents and excitation
frequency using MPC with the
current-fed control method.
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The objective functional is also similar to that in Section 7.1. In addition, the stator voltages
vdsandvqs 2 ½�330 330� V. Figure 6(a) shows the stator currents and rotor fluxes profiles with zero
initial conditions an Figure 6(b) shows the rotor speed, stator voltages and input frequency of the IM.6

We note that, in both cases the motor speed reaches the desired speed within 0.2 s.

8. Conclusion
In this paper, NMPC is applied to control the IM. Therefore, the formulated optimal control
problem (OCP) is repeatedly solved using NMPC. This OCP is first formulated using the third
order IM model, thus, the system states are the fluxes in the arbitrary rotating frame as well as
the motor speed where the controls are the stator currents and input frequency. The OCP is
formulated using the fifth order model, i.e., the system states are the fluxes in the arbitrary
rotating frame, the stator currents in the stator frame and the motor speed where the systems
controls are the terminal stator voltage in the stator frame and the input frequency. These
nonlinear OCPs are solved using direct method. Moreover, stabilization constraints are added
the OCPs to ensure the stability of the motor speed. Simulation results show the effectiveness
of the proposed controller in both cases where the motor speed reaches the desired speed
after 0.2 s.
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