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Abstract

VLAB is :

determine the posiiiosri,izei;nﬁndiej;ir;iir::ir: ¥ S igh.t - pf:ople t.o
system uses a mobile camera that ¢ an.nt s oo T

: : aptures images from the environment,
analyze it and give a voice message for the blind person. The system has three
phases: simulation, solving the speed problem and deploying the system onto a
mobile device. The first phase was a simulation for the system to test if the
system can compete with the other non-image processing system, the results for
this phase was accurate but there was the speed problem, the system gives a
result in 73 seconds, that means the system can not work in the real-time unless
the speed is increased. The second phase, our project, aims to solve the speed
problem without affecting the accuracy of the system, the speed problem arises
from the sequential comparison between the features in the query image and
the database; the proposed solution is using a KD-Tree to index the database.
This has decreased the time of comparisons to less than 0.082 second per query

and the accuracy was maintained.
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1.1 Overview

One of the human responsibilities towards each others is to provide help
to those who need it. A major sector of these people, are those who lost their
seeing ability. Blind people are facing a lot of difficulties while moving,
whether inside or outside their homes. Because of that, this project aimed to

provide the blind people with aid, in order to live a normal life, and help them

find their position easily.

There are many artificial sensors alternatives in the latest technology
that could cover the absence of the sight of the human. None of them is as
perfect as the human eyes but they can be used to give the blind person some
clues about this location. For example, RFID, laser sensors, wireless waves €tc.
only recently cameras were introduced as a new alternative to these sensors.
Cameras need high computation power, but the rapid development of a high
speed processors and hardware; brought to light a new direction to work on
solving this problem, which is using real-time image processing. A new system
that uses image processing is preferred to provide visual localization aid for

those who lost their sight because of them many advantages of the cameras

over the other sensors. -

This project is to propose 2 system that is intended for indoor

: _ N . o
environment, for example: "universities, hospitals, museums, houses and

schools". The project is intended to work as follows: First an image is

captured from the surrounding environment by the camera mounted on a

mobile device. An image retrieval system 18 used to determine the closest

location that contains this image. This 1mage retrieval system is stored on

the mobile device. In addition, information about the map of the

environment 1S stored on the mobile device. The result of the image

retrieval system is used to indicate the position of the blind person. Finally,

: T
a suitable voice message 18 played for the Use

10




1.2 Project objectives

The system is supposed to accomplish the following objectives:

it

Availability: The system must be available all the time whenever the
blind user needs help.

Reliability and robustness: We will try to minimize the number of

negative voice messages by avoiding the software failure and guide

the user with instructions through voice messages.

Efficiency: We aim to maximize the efficiency of the system, by

studying and optimizing the localization rate and the speed of

localization process.

Update and upgrade: The system stored data which represent the map
of the environment could be updated easily in order to adapt to any

significant changes needed in the environment.

Size of the system environment. The system will be tested in a indoor

environment of one floor in a building.

Type of interaction: The system will interact with the user through

voice messages, since that blind user can not benefit from Graphical
User Interface (GUI).

Ease of use: The equipments that are necessary to make this project

works effectively should be easy to use and understand, regardless of

the users experience and knowledge. No special equipment is needed
which will minimize the cost of the project.

Infra-structure: The system does not need any kind of infra-structure,

not even special markers.

11



——

1.3 Preview of the system

; : ironment so a set of image are captured
from the different locations and a database from the corresponding features is
constructed. The database is stored on a mobile device. This phase is created
before the blind person uses the system. In the second phase the blind person
can use the system. Whenever he/she needs help about his/her position, the
mobile device is used as follows: the mobile device captures an image and the
image is converted to a set of features. The features are compared with the
features in the database and the result is played to the blind person as a voice
message. For the first time the system is loaded on a mobile device, after that
the camera starts to capture pictures from the surrounding area, for each
picture; the system converts it to a number of features, each feature 1s
compared with the system features which are stored previously, the closest
match for this feature; resembles the highest location possibility for it, then the
next query feature is treated the same until comparing all the query features 1s
finished. After that, the system counts the occurrences for each location, the
highest number of occurrences will give the most possible location. These steps
are repeated for each query image. After a number of images; the system

returns a voice  message about the location for the user.

Figure 1.1 shows the context diagram of the proposed system.

12
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Figure 1.1: context diagram for the system.

1.4 Project hypothesis:

Any significant update occur on the building must be followed by an

update on the system database that represents the environment. For

example, moving the seminar room to another location must be
2

followed by an update on the system data that indicates its new

location.

There must be enough natural decorations to make every location

different from others, in order to help the system to differentiate

s Eor example, USing only doors will confuse

among these location

the system and the results will be misleading.

All the hardware parts supposed t0 be functioning without any
e

problem or lack of power.
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Project problems

This project aims to solve the Jollowing problems:

1- Software problem:

j:::;z’ :’vor:z:?:lk;e'l;jien ;rr;ifzoiezi.eval proc.ess should work at high

ill not wait much for the result. We
should also take into consideration that increasing the speed may
decrease the accuracy, so there is a tradeoff between speed and
accuracy. In addition to the complexity of the image retrieval

software system, increasing the size of the database makes the

system slower.

o Accuracy problem: the system should identify each location in the

environment when the blind person makes a query. So high
localization rate is required. Nevertheless, precision is not highly
required because human do not need to know their location precisely
in terms of centimeters. In order to have accurate results, we should

select an excellent feature extraction algorithm that can differentiate

between the 1mages.

2- The location problem:

The accuracy Of this system depends heavily on the rich

environment. This means, :t will be difficult for the system to decide

the location when the image does not provide enough information

(such as a wall, a door or an empty Space)-

3- Hardware problem:

e In order to maint

ain a low price; there are no sensors used other than

tructure 18 needed in the environment. Also no

the camera, O infras |
because the GPS signals can not reach

GPS sensors canl help us

14
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indoor. This will
Ul make the work challenging because we rely only

on the image to decide the location:

During th
Bsiderglopmentofihs project, we will use a standard
personal computer to simulate the whole system, but when the

system 1s successful we will deploy it on a mobile device equipped

with a camera. The mobile device should have the following general
specifications:

1) Speed: the speed of the processor is heavily affecting the

performance of the system. Current mobile devices support a

processing power up to 600MHz.

2) Memory: enough memory to contain the data about the whole
environment. Current mobiles devices reach 2GB of flash

memory.

3) Camera: the mobile device must have a camera for taking
pictures for the environment. Current mobiles devices reach a

resolution of 2 mega pixel.

4) Weight: the device must be light so the user can easily carry it

and move around.
5) Ease of use: the device must not be complicated, but easy to us€

by the user.

6) The project hardware requirements are based on the results that

we reach, so it will be discussed in the results in Chapter 5.

4- Human computer interaction problem:
Since the graphical user interface is not suitable for this proj ect; we
essages only- These voice messages should be both

person may get anno

will rely on yoice m

brief and clear. The blind yed if the voice message is

15



repeated many times. This
means we must study the bl
toward the system. ¢ blind person attitude

1.6 The testing environment

To simulate a re .
al case of indoor environment, this project will be

d at Fri .
tested at Friends of Fawzi Kawash Information Technol
Excellence (FFKITCE)'. ogy Center of

Can o
| g SOEL
{ 3
SR -

-@ 'Q). % X
| OB, B |
£ , T 1(.
i

Figure 1.2: The First floor locations at FFKITCE.

Images from the first floor of The FFKITCE will be taken for

experiments. Figure 1.2 and Figure 1.3 show the map of the first floor

where the environment where divided into 10 important locations. Figure

1.4 shows a sample image from each location.

centers in Palestine; it was established

! ; ; nt-training : :
FFKITCE is one of few purpose-buxlt 1T deve;o&)(;rsle e encourage ot fonovative IT
| rovide exemplary dissemination,

. o . T in
at Palestine Polytechnic University S otential value, and 0 P 4 :
try. The IT Business Incubation

research and projects that have signil cant P . and the coun
training and support in IT for the University, the reglonin T o find a place £ work and develop their

Service at the Center will enable people with good ideas
ideas_ :

16
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igure 1.3 : Reception hall locations.

And these ar i
e a sample pictures from the testing environment

the locations.

Figure 1.4 Sample pictures for




1.7 Project Phases

This system has thr
i b e three phases: these phases are: simulation phase
e bl
i Vmg. peed problem phase and the mobile deployment ph h
is described as follows: phase, each phase

|- Simulation phase:

This phase 1s‘ considered to be the introduction for this system. The idea
is to see whether using image processing in localization is possible and helpful
or not. This phase was done during a graduation project prepared by Fatinah
Sinnogrot and Iman Younes. Good localization results were reached. (85%
without markov model' and 100% using markov model) [1] but the average
time needed for one query image was 74.7 seconds. These results showed that

using image processing in localization is possible but can not be used in real-
time.
2- Solving the speed problem.:

This phase is the obj ective of our graduation project. We will maximize
the performance of the system by optimizing speed and maintaining accuracy
during the comparison process, which will enable the system to work in real-

time. This phase will be done on 2 normal personal computer as 2 simulation.

3- Mobile Deployment:

This is the future phase for the system development process, which will

be deploying the system o1 & mobile device. This phase includes converting the

system from simulation to 2 mobile device syster- When the system reaches
this phase, it is certainly suitable to W

deployed on the mobile device. The

ork in the real time and it just needs to be

attitude of the blind person toward the

system will be tested in this phase.

s7ati It is commonly used for
Mark del: A probabilistic approach 0 track the Jocalization process
ov model: A probabl

robot localization.

18




1.8 The outline of this report

.Chapter 2 will be a background and will view for the reader to introduce
some important terms that are important in understanding the system, in
addition to the related studies. Chapter 3 will discuss some related works in’the
- indoor environment localization problem, and will compare between our
system and these studies. Chapter 4 will talk about the methodology for
developing this system and solving the speed problem that faced the system in
its first phase. Chapter 5 will view the experiments and results then will discuss

the results by comparing them with results found in the previous phase.

1.9 Summary

This chapter threw the light on the main motivation for this system
which is helping the visually impaired people. Then, we moved to talk about
the objectives which the system is supposed to accomplish. After that, the
chapter mentioned the system hypothesis and explained the main problems of
the system, which were divided into software, location and hardware problems.
Following that, a map for the testing environment was provided with a sample
preview for the next chapters was

from the database for the locations. Finally, a

clarified.

19
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72.1. Introduction

This chapter will i
pter will introduce neyw terms for the reader, bec f thei
| . : . er, because of their
importance in understanding this system, namely: image retrieval system, th
es, SIFT and the indexi < Foite
featur ¢ indexing method that is used to organize the database of

features. These terms will help the reader in understanding the comin
chapters. g

2.2. Motivations for using image processing

First, we want to explain the motivation for using image processing for
localization. What directed us toward using image processing for indoor
localization was the huge information that we can obtain from the camera. It is
known that image processing applications require a huge number of
computational operations but nowadays there is an increase of computer power
fhat technology achieves which makes many image processing applications
possible. On the other hand, failure of other systems to work within indoor
environment also affected our choice to use image processing for localization.
These systems fail either because the information that it delivers is very low or

because of the complexity a cost of infra-structure needed to use them.

There are other alternatives than using a camera but they all have

disadvantages. We will talk about four alternatives: GPS, RFID, Bluetooth
and Wireless LAN.

The global positioning system (GPS) is a satellite-based navigation

system made up of a network of 24 medium earth orbit satellites that

: a GPS receiver to
transmit precise microwave signals. The system enables

d direction. GPS system is normally

determine its location, speed 2B .
y satellites. Because of that, using

unavailable. Its signals are provided b

I th and RFID
GPS signals can not reach indoor. Other systems like Bluetoo

also have other problems:

-

; iki/GPS
! : cipedia.org/ wiki/
See wikipedia.org, available at ttp://en. WikiP

2




RFID' is an automatic jdemq:
TE 1¢ 1dentification method, relyin
r1 ; : 2 g on stori
remotely retrieving data using deviceg called RFID t M i
ntain at least two pa : . ags. Most RFID tags
co parts. One is an integrated circuit for storing and

processing information, modulating ang demodulating an (RF) signal and
nal an

can also be used for other specialized functions. The second is t
ivi sl i an antenna
for receiving and transmitting the signal

2 ;
Bluetooth™ provides a way to connect and exchange information
between devices such as mobile phones, laptops, PCs, printers, digital

cameras, and video game consoles over a secure, globally unlicensed short-

range radio frequency.

RFID and Bluetooth require a complex and a costly infra-structure
when installing the RFID tags or Bluetooth access points. In addition RFID
and Bluetooth transmit signals in a short range only. Other than that, using

radio waves in RFID may affect the human health.

Wireless LAN® (Wireless Local Area Network), utilizes modulation
technology based on radio waves to enable communication between
devices in a limited area, also known as the basic service set. This gives
users the mobility to move around within a broad coverage area and still be

comected 6. flie netnoll) i ces AN et 0¥ limitations such as
being subject to interference.

All these reasons supported toward using 1mage processing to build

this system. These four Jlternatives are used by different projects. These

projects are discussed in details in Chapter 3.

e

i 'Pedia.org/ wiki/RFID

1
S (kO . t http://en.W.
ee wikipedia.org, available @ tp o org/wiki/ Bluetooth

2 3 ;
See wikipedia.org, available at http://en-Wi o .,wirelcss_LAN

3 < “1ipedia.or
See wikipedia.org, available at ttp://en wikipe®

22




1.3. Image retrieval

An image retrieval .
‘ System is a System used to search !
a huge database using Query by e o ch for an image from

This query is based on methods that can be divided i
ed 1nto:

2.3.1. Name-based image retrieval :

Most traditional
and common methods of image retrieval utilize some

method of adding metadata, such as: captioning, keywords, or descriptions to

the images so that retrieval can be performed over the annotation word
S.
2.3.2. Content-based image retrieval (CBIR)
CBIR is also known as query by image content (QBIC) and content-

based visual information retrieval (CBVIR). Figure 2.1 shows the steps in

CBIR systems [3].

Query Image Feature 1]
y & Extraction | ]
Retrieved
Matching J‘ Inaces s
oot s e
Feature i
™ Extraction |
Datban L S S T Y

of Images

Figure 2.1 CBIR Steps[4]-

that the system will analy
er. The term 'content’

ze the actual contents
"Content-based" means

are them with each oth

of the images in order to comp
formation that can be

might refer to colors, shapes, textures, Of any other 11

contents will be called later "the features of

derived from the image itself; these

the imagen ;

CBIR involves tWO main steps:

23




. Feature extraction: is st V/
. n this step, the CBIR s stem cony i
[ onverts the images into

alues; these v it
alues can distinguish an image from other i
. . er images.
The feature extraction step is done for the query image g
on system runtime

for a set of im i

and ages In the system training phase, in order t

database for the system to search for the nucies ,-thm o create a
¢ within,

ii. Matching: This step in the CBIR system involves comparing the feature of
the query image, with the features in the system database. The result will be
the image with the highest matches with the query image. There is a lot of
comparison methods used. The one that we used is called "The mean

squared error" MSE. It is explained later in this chapter.

2.4. The features :

The Features are the core of the CBIR systems. The raw image data is
not used directly in most computer vision tasks, the images have to be feature-
extracted first, and then the features are used instead of the whole image. This
has different reasons. First of all, the high dimensionality of the image makes it
unreasonable to use, especially when the CBIR system used in 2 real-time
project where the speed is the most important factor. Secondly, a lot of

i formation embedded in the image is redundant and/or un-useful. Because of

that, extracting the features form the image gets the expressive representation

of the most important information data and ignores the un-useful data. Third, it

is impossible to compare images directly with each others if they are taken

i ifferent. Th
from different locations because the images the pixels are totally different. The

es and the resulting rep

resentation is called the
solution is to extract the featur

i in i arison, and will
feature vector. This shall reduce the tme needed in 1mage comp

ance and will increase the accuracy for the

lead to a higher speed and perform
System. [4]

24




ol Invariant Features

Sho]]ld be inVaIiant if the inla € conte ormation

they ) g t nt iS SUbieCted to a transf i
anges 1tS current Si tuation II rmatio S Ccan bC bOth £ 1

that Ch g ? i i (

example: rotation or scaling) or can be .
photometric (like a change in lighti
conditions). ge in lighting

Global vs. Local features:

There are two types of features [4]: global features and local features,
here is a discussion of each of them:

2.3.1. Global features:

The first category of features is called global features. If the features are
extracted from the visual content of the entire image, then these features are
called global features. This means that all the regions of the image contribute in
this feature, and any loss or change on the image, geometric or photometric,
will affect these features. Global features have been used successfully for
image retrieval. The easiest and the most famous example is the global color

histogram .

The main advantage of global features is their speed but their problem is

that the resulting description cannot differentiate between different image parts.

In other words, if a new object appeared in the image, it will be different from

the original image, and the system will have difficulties to match them.
‘ not suitable for tasks like partial

Therefore, the global features arc usually
retrieval i cluttered or complex

image matching and object recognition Of

scenes.

2.3.2. Local features:

Jocal features ar¢ extracted from regions of
0

S, .
Tn contrast to global feature —_— ansformation on the

: : . ans that
interest or objects in the IMAase: This me

e

i jmage-
for each color in the imag

h es
1 currenc
Itis a vector that shows the number of oc

25




- will not affect the entire i

b : entire image. Byen though, introduc

the image will affect only some of the image feaﬁlr’es n tu;mg new objects in
» ot all the features. This

sives the features the attribute that
g 18 called "robust to occlusion”. Being robust

sion means if there is an im '
0 occlu ere is age with some features, and s f th
s ome o €sc

are hidden or missi
features missing, the other features can differentiate this image

from any other 1mage. Having this attribute wil] make using local features in

partial image matching successful and effective, where global features fail

The main problem of local features is the need of high preprocessing
power to perform a number of computational processes to determine the
regions of interest. The rapid development in technology nowadays guaranteed

the availability of powerful hardware with high speed and performance [4].

12.5. Introduction to SIFT

Scale-invariant feature transform (or SIFT) is an algorithm in computer
vision to detect and describe local features in images. The algorithm was

invented by David Lowe in the year 2004[5].

SIFT transforms the image data into scale-invariant coordinates relative
to local features. An important aspect of this approach is that it generates large
numbers of features. A typical image of size 500x500 pixels will give rise to
about 2000 features, although this number depends on the image content.

The local features are based on the appearance of the object at particular

ant to 1mage s
go robust 10 noise, occlusion and

. . . cale and rotation and
interest points. These features are 1nvarl

robust to changes in illumination. They & al

minor changes in viewpoint.

3.5.1. SIFT Stages

.+« Following are the

SIFT uses local features and call them keypoints features:

t of image Teattss:
major stages of computation used to generate the s¢

1. Scale-space extrema detection:

26




2. Keypoint localization.
3. Orientation assignment.

4. Keypoint descriptor.

completion.

3.5.2. Features comparison

There are a number of comparison methods that can be used in
comparing features with each others; one of these methods is the mean squared
error (MSE) (see Section 3.5.2).

MSE = (li]-v,[i])

Equation 2.1 Mean Squared Error

Where: MSE is Mean Squared Error,
1 = vector length.
v, = query feature vector

v,= compared feature vector

1" 1" 3 h
MSE measures the average of the square of the "error, the error 1s the

amount by which the query feature differs from the compared feature in the

system database [6]-

3.5.3. Robust comparison
tem first
To maintain a robust cornparison between the features, the sys

o “+h the whole database :
mpares the query with Hoice of taking this comparison as

then it finds the second closest featir®: The ¢
ume the

and finds the closest feature, and

i f
- MSE (see Section 3.5.2) 0
Positive one is based on the following: ass
and the MSE fo

r the second comparison 18 MSe2,

the first comparison is mse€i,

27




the positive match is when mse,/mge
2

=0 .
rejected. 4. Otherwise the comparison is

Finally, the similari .
Y ; ty between two images is based on the number of
positive cOMpArisons. er o

9.6. The Indexing method

The main cause for the speed problem in the previous phase (simulation
phase) came from the comparison process between the query features and the
features stored in the system database. The previous system database was
created by storing features sequentially, and the comparison process had to
compare all features in the database. This is called linear order. In the new
phase, the system database is built like a tree, in order to decrease the time of
comparison process, and to decrease the number of features from the database

that will be compared.
The following is a comparison between the two methods:

3.6.1. Linear order

Linear order [7] is a simple way to organize the database, also known as

sequential order, which is suitable for searching a set of data for a particular

value.

For a large number of features this is a huge time consuming process.

Because the comparison must be made with all the features in the system
for every query feature. Supposc that the
i d M*N

system data has N features and the query 1mage has M features. We nee

database; and must b€ repeated
the system 10 work the real time. For

atures and the query image has 2000
2,000 * 100,000 =2

comparisons which will 10t enable

example; if a system has 140,000 fe o
. 0 u

feature, then the number of comparison operations 0€C2

*10® operations.
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3.6.2. KD-Tree

A KD-Tree (short for k-di

Bice. s : k-dimensional tree) is a method fi

n a k-dimen i7]

pRites sional space [8]. Each point resembles a fi g
a feature. KD-Tree, a

searches involving a multidimensional search key. The followi
, sample tree of two dimensional data elements (k=2) owing figure shows

Figure 2-2 a sample of 2D-Tree [4].

The KD-Tree is used for searching when the data vector Iis

multidimensional. The Levels of the tree are split every time on 2

different dimension depending on mathemat1ca1 consideration. It has the

advantage that’s easy t0 build and has 2 simple algorithm for closest

points and ranged search.

Using KD-Tree is faster than using sequential search. Using KD-Tree

excludes some features that have low possibility to be close to the query
ompare them and waste time.

feature. Because of that; there is no need to €
ing KD-Tree needs

Comparing the query iMag

M*(logN) operations.
tjons for a system with 100,000 feature

e number of operd
will be 2000*10g100000 =

For example th
00 featur®

2% svetent dgta dod R e 2,0 .
y i ;son, it 1 D 10* times faster.

1*10*, Compared with sequential comparl
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search) we will use 1t in our project. In each node in the XD |
e -Tree we have a

ector. It is i
feature Vv '8 HIDOHANE 10 say that, we' are not h
; scarching for an

in th 5
Exact featurerinthe KD-Tree, but we are look for the closest fi
on MSE (see Equation 2.1). est feature based

2.9 Summary

This chapter gave an overview of terms that are needed in order to
understand the proposed system. It first introduced the motivations for using
image processing in this field. Then reviewed the image retrieval process,
which is the main function of the system. Then, it talked about SIFT, the
feature extraction algorithm, the features in general and the advantage of using
local features over global features. Finally it talks about the indexing method

that is used in this system.
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3.1 [ntroduction

The previous chapter explained some terms th
3 . S .
understandmg this system. After rea i that are important in
v 5 pter » you
problem 10 understanding the studies and the project thShOuld not have any
JECTs that will be viewed in

his chapter, and the way the system works that will be explained lat
ater on.

This chapter will review some projects and research ideas which were

initiated t deal with indoor localization problem. We categorized them int
. m into

fwo categories: 1mage processing-based projects and non-image processi
ng-

pased projects.

3.2 Image processing-based projects

Using image processing in localization projects is a new approach in
solving this problem; because using image processing requires high speed and
powerful hardware. These requirements have been developed and enhanced; so
using image processing is NOW not only possible, but also preferred, because no
specific infrastructure is needed and the cost is Very small. There are many
researches in the literature that are based on image processing. Here are some

of them:

1. Localization using a mobile: One of these projects Was made by

Nishkam Ravi et al [9]. Their system is for general purposes and not for

blind localization, they used 2 mobile camera wart by the I:erson, but
to a web server by GPRS' to extract

after capturing an image, it is sent
i back to the
its features and determine its location, then send the answer

stenl.
user. The following figure shows the components of the sy

£ Global System
: ilable to users 0
a Mobile Dag Semif;;’:\tizcs data rates from 56 up to

! General p i ice (GPRS) i
acket Radio Service ( -1» phones-
or Mobile Communications (GSM) and 1S-136 mobile P

114 Kbps.
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Image comparison

Feature Database
Extraction Color Wavelet Sh S eator
i ape
Histogram Decomposition Matc}?ing

Image
Database

A
Lt

Location Determination Energy Optimization

Native History Based Server Initiated
Time-period Determination

Server

Figure 3-1 the componet of the system(localization using a mobile).

Unlike our idea of using SIFT, they use composite feature extraction

algorithm such as histograms, wavelets, shape matching. The result was

ience
90% accurate when tested on a floor of the Computer Scie

: : d
Department building, which includes 16 rooms, staircase, a bridge an

the corridors. .
ing lightning
The challenges that faced « their  System were varying 18

i iects in the
conditions, and the presence of moving objects

4 suitable feature

image, which this

: extraction tool.
system overcame by using

ct that investigated computer yision

arjay Chakrarty [10]; it was a
d on the toP and connected

. A seeing-wheelchair: Another proje
5 madebylEtl

unte
amera MmO -
The wheelchair can move from

pictures

for robotic localization Wa

motorized wheelchair with 2 ©
s the results.

on a laptop that show .
il amera 1S taking

and passing them t0

place to another, while the €
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a laptop that contains the alporify, needed
AAND L)

1donti s ¢
WENtiiy the 1 5.
ity the location, A

previ ously defined map with landmagle

e for the l”(?ﬁi:i(,-n is prenas o ;
W e y DIChHare ; %ala
the algort used for feature Cxtraction iy [y A =

vector length from 128 to 20 using PCA! with reducing the

33 Non-image processing-based projects

There are a number of non im i :
age processing projects that handled

=2

€

ocalization problem with other means of technology such zs REID
g C dSs N1,

Z

p

Bluetooth and WLAN; below are some of them:

1. localization using talking nodes: Yehuda Sonnenblick [11] from the
Jerusalem College of Technology (JCT) has developed a prototype for
compact voice-output sign units, these - ¥ ":ing units were placed next o
doors, each unit prerecorded with a shoyt auditory message describing
the location. They are then activated by pressing a switch (like a

doorbell). Its disadvantage that it can not be activated from far away.

2. Using access points for localization: Another system made by Yehuda

Sonnenblick [10]; was a system consist
gs along the building's corridors and a portable

mounted on the ceilin |
er. The various puilding locations are codce

g of static transmitter units

receiving unit for each us

e written into the corresponding transmitter

into digital values, which ar .. 1 from the ceiling using
units. These codes are continuously transmitted rom s v
: ver unit senses the beam closest 10 it

infrared beams. The portable recel

ildi ion value. The
: . . to a building Jocation vaiue.
tted signal 12
and decodes the transm™

which announces the

receiving unit also cont

user's location to him.

3. Using tags indoors: . e
il i Kim [12] pas desigh @ Joc
yungs

; .o js @ t€C
incj is a
Principle component analys1s:

dimensions for analysis-




is used by robots; a robo B
| tically tr " can easly identity objest throygy
qutomatically ansmitted rough the I
form transponders that are attached "
ached to each

‘ect without additi
o lonal sensors or complex operat;
i difficulty in . 10n progress. T
it ty mvolved is that the spatial location informat; f 5
ation of an

object for executing a task with the target object can ;
through the current RFID. not be acquired

The location sensing RFID system using a dual directional antenna i
designed. The dual direction antenna is an antenna set composed of ZvlcS)
identical antennas perpendicularly positioned to each other having a 90
degree phase difference. It finds the direction of arrival of signals by the
ratio of the signal strength between two antennas. The location of the

transponder is triangulated using the directions sensed at different

positions.

4 A radar system: Shashank Tadakamadla has made a paper{13] on
localization using the Received Signal Strength Indicator (RSSI). RSSI
is used to determine the quality of the communication from one node to
another. By tagging objects with a special node and deploy a number of

nodes at fixed position in the room, the received signal strength

indicator can be used to determine the position of tagged object. This

. . K t' n
system operates DYy recording and processing signal strength informatio

ed to provide information in the area of

stance technique with signal strength

the location of

at multiple base stations position

interest. It combines Euclidean di

: rmine
matrix obtained during offline measurement to dete

user.

34 Discussion
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[

a mobj
obile phone ag 5 camera

e Crver where th
Jocalizationt is done, then the result is returneq to the ph ¢ process of
one. In our s
ystem a

gnd captures and image, then send it to 5 ¢

pobile device 18 alsO used, and the result will be given by

gifference DETWEEH this system and ours is that proc:ssiz S@e e
mobile device and not on a middle hardware like a server agn 1:hdon.e (?n the
dilereries is the algorithms used in image comparison that,affc:)ctse’:hse‘:lgmﬁcant
of the systemil, that is this system uses three types of comparisotcf(jlcy
hpREEEe wavelet decomposition and shape matching, where our syst;m uszz

SFT algorithm to generate robust and invariant features, and the mean square

error is used for comparison.

The other system is made for robots not for the blinds, but it used image
processing to solve the localization problem, the processing is done on a laptop
1ot in a mobile device, and the algorithm used for feature extraction is the
same: SIFT, but with an enhancement on the feature length.

The non-image processing system supported the idea by showing that
they need a special and complicated infra-structure. The first and the second

projects were by Yehuda Sonnenblick, the first one used 2 number of voice

output units at every location, and this unit is activated by pressing (as a door

bell). The other project mounted a number of transmitters in every Jocation, and

' itters sent the
gave the user a hand held device worked as a recetver; the transmitt

i iver i signal and
signals that convey their location; and the receiver interpreted the sigh

fou ‘
nd the location. ID to enable robots in

The third non-image processing project used RF L i
(o e s
finding their localization. The robot call identify the locatio -
put there 1S 2 problem when receiving
: that
imi faced our system;
Multiple signals in the same Jocation. A similar proble™

Signals from the surrounding objects,

y >) th.is

ach Jocation has 2 possibility

Was when an image of 2 far loc
e
Problem is using markov model, Where

depending on the current location.
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The last system 18 SImilar to radar, there r¢ a numb
; : : ; umoer of ng :
the location®: while a robot is moving it receives signalg. 1 Sl
als,

. S
sgnal strength and depending on past data like the speed; thy 1

¢ location can b
i e
detelmmed-

3.5 Summary

This chapter has viewed some of the projects that planned to aid the
gisual impaired to localize their position within indoor environment using
Gifferent types of technology, and from the mentioned above projects it is clear
that using image processing can perform an accurate and fast localization with
an advantage of the low cost and not needing a special infrastructure.

The following chapter will give a background for some terms which are
related to the system environment. The chapter is supposed to help the reader to

understand the system.
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METHODOLOGY

3.1 Introduction

1.2 The On-line system
13 The Setup System
3.4 Pseudo code

3.5 Summary
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i1 Introduction

This chapter goes throu
gh the details that i
required t0 real;
calize the

gystom: As mentioned in Chapter 1, we haye =

pisst, the SEEP phase: where the images are : I;hases in the VLAB system.
xracted .nd stored with the locations in a s t: lected and the features are
ice MESSAZES- The blind person is not inVOlvedl;tdat.abase in addition to the
line phase: where the blind person uses the system t}Ius phase. Second, the on-
proposed system we e i thﬁ; nr Zl'der .to implement the
systems: the setup system and the on-line system. Wepwqu In two separated
(iagram and the flowcharts for each system. present the dataflow

The major problem that faced the VLAB project in its first testi

ihe speed. The speed robl ey
problem came from the indexing method that used in th

. . e

database. Using a sequential file as database to store the features made th
. . e
localization process Very slow and inefficient. This prevented the system from
working in the real-time. Because of that an indexing method is suggested in

order to increase the efficiency and the speed of the localization process.

42 The Setup System

The main objective of the Setup system is to make a map from the

environment by collecting enough indoor images that represents the whole
sponding locations

map. The features are extracted. Then the labels for the corre
n. It s obvious that this

ar - ; : i
¢ stored with suitable voice messages 10 each locatio

are changes in the environment,

p. When the database 1S

th
¢ Setup system must be activated to update the ma

eady, it is uploaded to the mobile database:

S0t done by a blind person- Also when there

421D
a flow diagram of the Setup SY oJements of e

lwis
B this section we will clarify the dataflow

Syst :
em and itg transitions from o1
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the context diagram, and level] diagram Fig
; ure 4,

1dp
Camera h
i Microphone
Image
: Voice
r
0 j

Setup system

k Y

Updated database

\

i— VLAB

Figure 4.1: The Context diagram of Setup system.

i that the
This system is a preparatory system to the On-line system SO

i i econd part
work of construction of the database that will be used 1n the s p

then send the
of the system and will also work to update the database and the

n’

the images with query.

422 Level 1 for Setup system

Figure 4.2 shows level one of
g. The syste

nt then the

¥stem interacts with several entiti€

: e
the camera from the indoor environm
e recoded thr

o a certail lo

Aftey that, voice messages &~
“h set of images that belong t

' is store
Mitable voice message- The whole dat2
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The following is a brief descript:
Cription of each process i
diagram of Figure 4.2. process in the dataflow

Process 1.1: Feature extraction:

This process extracts features using SIFT algorithm since SIFT is

based on local features, many features are extracted for each message.

Process 1.2: Voice acquisition:

This process records friendly and brief voice messages for each location.

Process 1.3 KD-Trees:

This is the main objective of our project; we propose using KD-Tree
instead of sequential search. Therefore a KD-Tree will be constructed in

this process.
Process 1.4 Storing in the database

When all the features are extracted from all the images and the KD-Tree

is completed, KD-Tree is stored in a file.

Process 1.5: update the mobile database:

This process transfers the updated database form the Setup system to the On-

line system.
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1.4 ™)
Storing in setup
database
\ J
Images
i
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i
1.5
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iUpdated database
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=

jagram for Setup system.

i : f data flow d
Figure 4.2 Level one 0 o for this et

The process 1.3 is the main s¢
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Start )
A
/ A: Array of Features /

Yes

Is a single
feature?

Finding Min & Max

T

Finding the Difference between
Min, Max

A4

Find the Median

\'A

Finding the
Split dimension

v

Finding the Maximum
difference

Divided the features into two lists
(Left & Right)

v

Construct KD-Tree for the left
features

v

Construct XKD-Tree for the right
features

—>

A

The feature

A

End

Tree flowchart for one recursive step.

Figure 4.3: The Construct KD-
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4.2.3. Flowchart for constructing 5 Kp-
=1ree

Figure 4.3 is :
' g the construction flowchart of the KD-t s
explained by the following steps -tree, which is

4.4.1 Loading the system data

To con s
| 0 st‘ruct a KD-Tree first all the features are brought together
the features will look like a 2D-Array where each column is a feature
vector. If a new feature comes to the database the whole KD-Tree must be

re-constructed.

4.4.2 Finding the midvalue.

First the minimum (min) and the maximum (max) values are found
for each raw. Then the difference between them is found (diff = max-min)

as shown in Figure 4.4.

Feature element Min | Max | diff
s | 1 [ 0 [4a]221| 23| 3 |10 8 |200] 49 |37] 3 |17} 0 |221}221
PR os | 21 | 87 |22 19 | & j230 54133 | 1 | 1 1230)229
2les| 0 (4544|168 53 100 | 4 | 174 150 [ 255 | 6 | 198 66 | 0 |255 255
8‘?‘3‘4 B | o4 i 00| 56 | 3 | 61| 64 24010 66 123] 3 | 240|237

Figure 4.4: A sample of 15 feature vector each with 4 elements.

Next. the row with the maximum difference will be considered as

maxdifference and the index of that raw will be called the

i i d on the followin
split_dimension. Then the midvalue 18 calculated based on g

equation
t dimension]. Equation 4.1

Midvalue = maxdifference /2 + min [spli

443 Finding the median.
der the row[split_d

alue, W€ call this t

imension] and search for the

fist e cons he median. The feature vector

closest value to the midv
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that contains the median value becomes the
root of the KD-T
-1ree.

4.4.4 Splitting the system data

fter finding t i

After finding the median, the whole 2D-a i

e 0 rray will be split into two
_array as follows: F

. i . For each feature
T V) pare V[Splzt_dzmension] with the median. If th 1
i : : : e result
of this parison 1s greater than the median, the feature is added to th
> added to the

right_array, else it is added to the Jeft array. As shown in Fi 4.5
1 - igure 4.5.

Feature element
Min | Max | diff

0 |44 1221 ] 23 3, LRSS OO MAOR SRl 17 | 0 | 221 | 221

31121198 | 21 @& 22 | 19 | § [230 (54| 33 | 1 11230229

240 | 237

W |

33|64 | 88 | 190 | 56 61 | 64 |240 |10 | 66 |123

(O8]

W

root

87 | 100 56\

5

R 200 49 :

left_array right_array

766104423103717

135631122122541

g lo. 8 230 33

B 0 a5 | a4 | 53 ) 4 6 | 66 o 74 150 255 198
B 10 123 S8 61 64 240 66

8 |34 [ 22 | 33 | 64 |190] 3
array into Jeft_array 4

nd right_array.

Figure 4.5: Splitting the
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4.4.5 Recursion

The whole process

IS recursi
. : vel
right_array, until each arra Y repeated f
y has on] or left arra
y one feature L A

4.3 The On-line system

As mentioned bef
or i
B e o e, this system includes two sub-syst
i € sec -systems. i
ond part of the project. It is the cor i
e system which

will be used by the bli
y the blind person directly. The user will get th
et the system

installed on a mobile devi
vice and will start usi
using the system.

4.3.1 Context diagram for the On-line system

Figure 4. i
g 6 shows the context diagram for the On-line system .The

Camera I
mages

A sampoacmmmemnad

. icupe

N
[

iy

Will capture images fro

System. Then the image Wi

Figure

m the surroundin

r,/__/f

m of VLAB.

4.4: Context diagra
g envi

11 be analyzed D
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pass it to the

cond external




ity is the blind person w i '
b ity p ho will deg) with our system. Th i
- i e - 1he user will receive a

4.3.2 Level 1 for Setup system

Figure 4.7 sho :
g ws the data flow-leye] one diagram, which contains

the main processes, databases, and the flow of data between th B
. 4 ‘ een them. But
our graduation project's objective is Process (1 3)

o The system works as follows:

The mobile camera is supposed to capture images from the

surrounding environment and send the images to the system. The system
in return will look for the image in the database and return the closest
location as a result for this query image. Then, a suitable voice message
will be chosen, and played to the user. The following is a brief
description of each process in the dataflow diagram that is shown in
Figure 4.2.
Process 1.1: Capturing images:

This process receives the image from the camera and then sends
this image the following process.
Process 1.2: Feature extracting:

This process receives the image from previous process and extracts

its features, then sends these features to the following process.

Process 1.3: Comparing the query images with images in database:

process 11 determining the location for a query
¢ them in the database

This is the main

i i i s fo
image; this process receives the features, look

and returns the closest location.

Process 1.4: Update database L
This process connects the two systems: the Setup SYS

database 11 the On-line system if

On-li date the images
n-line system, to up gment, the user can update and

: . iro
any changes happen in the indoor envi

enlarge the image database.
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process 1.5: Markov model

This process receives the closest location and compares it with the
previous location to see if there ig it Possible to move from the past
Jocation to this location or the system has missed the real location. Then

returns the result if this image should be taken of ignored.

Process 1.6: Select appropriate voice message to blind person
This process receives the new location from the previous process
and selects the suitable voice message to be sent to the user in order to

help the blind to determine his/her location.
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Figure 4.7: Level 1 of dataflow diagran, where the process 1.3 is the main scOpe of this projec

hing 2 KD-Tree
weharts for gearching in KD-

through set of steps as

4.3.3 Flowchart for Searc

e Figure 4.8 shows part(1) of the flo

i s made
Tree. The search and compare image

follows: |
y the following steps for

ith a set @ features, We appl

For a new image W

each feature:
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{. Searching the root

The search starts i
ith the root of the KD—Tree' ac i
W 2 omparison is

ween th
nade bet the query feature and the roof. MSE (
"2 . mean squared error)

We store the MSE value for the root

9. Determining the direction

The next step 1s to determine the direction of search, either left or

right. To do so; a comparison is made between the query feature and the
root at the split dimension.

The result of the comparison decides to go left or right. We repeat
the operation for each node and store the MSE value until the system

reaches a leaf.
3. Deciding the closest feature

The closest feature is the one which has the smallest MSE value.
The condition discussed in Qection 3.5.3 is added to increase the
robustness of the comparison. This means we maintain the first and second

MSE values and update them at each node during the search.

These steps are done for all the features in the query image.

4. Finding the over all match

Finding the over all match is pased on the matches between the

features in the image and the KD-Tree.

5. Searching the root

the root of the KD-Tree; 2 comparison is

The search starts with

(mean squared error)

SE
made between the query feature and the root. M

is used for the comparison.

We store the MSE value for the root.

6. Determining the direction
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1 0 te]“ll“ i eth
c the dlrection Of SearCh 1
N 1ther left Or

The result of ' p
the comparison decides to go left or right. We repeat
; ea

the operation for each node and stor
¢ the MSE value i
until th
reaches a leaf. e system

7. Deciding the closest feature

The closest feature is the one which has the smallest MSE value.

The condition discussed in Section 3.5.3 is added to increase the

robustness of the comparison. This means we maintain the first and second

MSE values and update them at each node during the search.

These steps are done for all the features in the query image.

o Figure 4.7 shows part(2) of Flow charts for Searching in KD-Tree

through set of steps as follows:
8. Finding the over all match

Finding the over all match is based on the matches between the

features in the image and the KD-Tree.
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RatiO = mSel / mSeZ

No .
Ratio > 0.4

Yés

Ignore the feature

Update the index
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Figure 4.7: Parts (2) of the flowcharts for Searching in
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45. Pseudo code

Below are the pseudo d
codes for the feature structure, the KD-T
, e -1ree

de structure, the KD-T .
" i ICC construction process and th
e search process.

4.5.1 The feature structure

Table 4.
1 the structure of a feature in the feature list

|
Field name | Field type description
imgIndex Character | Will contain a character resembles a location
data[128] Float Will contain the feature vector (128 element)
L__ieXt feature Pointer for the next feature. j

4.5.2 The KD-Tree node

Table 4.2 The structure of 2 KD-Tree node

Field name | Field type description
. Will contain a character from the image name
imgIndex Character :
where this node came from.
data[128] Float Will contain the feature vector (128 element)
The index of the element that resembles the split
splitDim Integer : :
dimension.
‘ Pointer to @ node at the right of the split
[beft Node : :
dimension
Pointer to 2 node at the right of the split
Ri :
! Nods dimens1on
.
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4.5.3 The construction pseudo coge:

abl e

Input | list of features

Qutput KD-Tree root node

pre | Count (feature list) > |

Post | None

1. Find the split dimension.
2. Find the median.

3. Splitting the list of features into two new lists of features
Code (left and right).

4. Left = recursively construct KD-Tree from list "left".
5. Right = recursively construct KD-Tree from list "right".
6. KD-Tree = <imglndex, splitDim, data[128], left, right>

4.5.4 The searching pseudo code:

Table 4.4: The searching process for the XD-Tree.

Input | KD-Tree, query features

Output | Closest location

Pre | None

post | None

1. Find MSE for the root and the first feature.

Choose the next node to be the root (left or right)

2

ot
3 Find the MSE for the new 10
4 until reaching @ leaf node.
5

code |
MSE values close to each other 1gnoTe

. Repeat step 2 and 3

B[ihe gmallest tWO
the feature.

es.
\\ 6. Repeat these steps for all the featur
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Summary

- This chapter has introduced the KD-Tree as a theory, and showed
Jgorithm for building and Searching for a feature in g KD-Tree.

- The steps done for creating a KD-Tree are: initializing system data,

ng the midvalue, median, and splitting data .This is repeated until the
ole system data being organized.

The steps for searching a feature are: comparing the root feature,
'ue either left or right, compare the new feature, repeat this step till

e gets to an end. This process is done for all the query features.
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5.1. Introduction

In this chapter we will describe the simulati
: ulatio ironment. |
make the experiments and results clear fo th e "
I the reader. Th i
. - 1hen we will t
{he experim t were made to measure the system speed and e
L and accuracy, an

the results got from these experiments. After that there '131/ b d
. ion about the rim a

giscussion cxperiments and the results that we collected from th
ese

1golving the speed problem" phase of the VLLAB System

5. Simulation environment

In this section we will describe the environment where the simulation
for the "Solving the speed problem" phase was done. There is general
specification that consider the hardware and the development environment, and
special specification about the data of the system. Both are explained below.
52.1. Hardware and software Specifications:

This simulation was done on a personal computer. The following are the
important specifications of the hardware and the software that can affect the
simulation process:

Processor Speed: 3000MHz
Memory Size: 512MB

Operating System: Microsoft Windows XP sp2
Visual studio NET (2003)

Programming Environment: Microsoft

- Microsoft Visual Ct+ (2003)
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5.2.2. Data Specifications:
o Images:
Resolution: 5, S
Color model: Grayscale 256
Format: pgm (Portable Grayscale Map)

o Features:

Extraction algorithm: SIFT (Scale Invariant Feature Transformation)
Feature length: 128 values

o Database of features:

Locations in the environment: 10 locations,

Images used: 150.

Average number of images per location: 15.

The number of images per location is not the same for all the locations
because there were certain locations that needed more than 15 images to be
found, and there were locations that are highly distinctive from the other
locations that needed fewer images. Also, the number of features in the
database varies depending on the details of the images. The time for feature

extraction depends also on the image details as in Figure 5.1.

600;~ ‘ E
500 e 1
{ . ¥ ; ‘:
i i B _ |
\ :‘-\ | : ."; ! ﬂ;
g | | st I I !
o 400+ 1% R |
: | i it {tiet> S 1o} ;
~ ' O | | ' | v |
= A ? i " \ h :i : : : |
= S0 TN A S Mobiad afpels 9
il T ‘l 12 1 CE% 3 E) i ! 1
oy l. .“I‘i|\"‘ ' :-\:, 1 o 11 i |
& Bk i iRl oottt SN ‘
200+ ° | [ ,“‘ 18 a5 ) || | Lt . |
i i o |\ i % y { |
| 1 00 ‘; o o | @ 3\4.\! te .i : |
RV b U Lisldedienn tipet s |
‘ \f o i SR g |
100L o e ° Q |
| ; |
“ ' 0
: ' ' 60 80 10
° 0 40
; 5 image No .
ing SIFT The average is 200ms.
sin o

tion U
Figure 5.1: The time for feature extract!




» The test images:
images, distributed among the locations esting was 90 query

5.3 Experiments

A number of experiments were made to test if

thod will decrease the needed ti e

re eded time for localization. The main concentrati
. . . entration
was on the size of database, which will affect the size of the KD-Tree and will

: : : = and wi
offect the localization time and rate. Three experiments were done usi

: ing a
database that contains 50,100, and 150 image. Table 5.1 shows the summary of
fhese experiments, where we can see that the localization rate becomes better

as the number of images in the database increases but also the searching time

increases.
Table 5.1: Results using different databases.
No. of images in the Localization Rate Searching time using
database KD-Tree(Average)

20 71% 1.5 ms
10Q 82%
150 37%

In the last row of Table 5.1 was an experiment where we increased the

g which show high error rate. The number

they are not distributed equally for the
Section 5.2.2.)

mumber of images for some location

of images in the database is 150, but
cification section (se€

Beations. As mentioned in the data SPe
d more than 10 images t0 be found.

there are some critical locations that neede ine KD-tree and

; tures using e

Figure 5.2 shows the time needed for comparing fheateri than the

an see that the KD-Tee is always faster tha
ec

otice that sometimes we need 2

on which is not

the sequential search. W

Sequential search. In the Figure 57 we can I

ti
Seconds in sequential gearch o0 find the loca

i ' is 7
time. The average time for sequential search 1
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Figure 5.2: The time to compare the features in the KD-Tree and the sequential search for a
database of 150 images.

5 4. Results and discussion

This section will discuss the result and compare them with the results

found in the previous using phase, which depended on a sequential database to

look for the features.

Using the KD-Tree as an indexing method instead of using a sequential

database showed a high increase in performance and localization speed without

affecting the localization rate. The results that Were found in the previous phase

of the VLAB were 74 second on average, and the {ocalization rate was 85%.[1]
ments using sequential search

In our project; we have repeated the expert

With a smaller database and found the following:

ot i is 200 ms.
® The average featurc extraction t1me using SIFT 18 2

St T 0 is 87%. :
he localization rate 1S 6/ 79 1 using KD-Tree s 82 ms.

the compariso
ntially is 740 ms.

i e
me for the comparison sequ

The average required ime for

The average required i
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e localizatio

In th N we have to make the feature '

g and search for it in the database. This me cxtraction for a query

, : ; ans that the total ti )
= t
Sequennal search is 200+740=940 ms. The total time using KD ‘Lme using
_o84. This is a significant increase in the performan g KD-Tree is 200+84
gel
curac
. y of the VLAB system as a whole can also increase up t

up to

100% after using the markov model. In our project we don’t need to i
mecrease

the Jocalization rate more than the rate that we got because using mark
arkov

model will increase the localization rate.

5.5. Conclusion and future work

In this phase of VLAB development, we solved the speed problem that
was preventing the system from working ‘0 the real-time. We achieved a
localization rate of 87% and the average time for one query image to be
localized was 282 ms. W€ are pfoud to say that the localization time 1
optimized without decreasing the localization rate. We recommend the
following notes to be done in the third phase in order to deploy the system and
make it ready to be used:

o The KD-Tree must be sfored in away that evel fime the system 1S

initialized, it will be loaded, not created.

o The two phases of VLAB: the simulation and the spe

be merged together and deployed on 2 mobile device.

ed problem phase must
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