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Abstract 

VLAB is a system designed to help the sight impaired people to 
determine the position within indoor · · · · · environment using image processing. This 

system uses a mobile camera that captures images from the environment, 

analyze it and give a voice message for the blind person. The system has three 

phases: simulation, solving the speed problem and deploying the system onto a 

mobile device. The first phase was a simulation for the system to test if the 

system can compete with the other non-image processing system, the results for 

this phase was accurate but there was the speed problem, the system gives a 

result in 73 seconds, that means the system can not work in the real-time unless 

the speed is increased. The second phase, our project, aims to solve the speed 

problem without affecting the accuracy of the system, the speed problem arises 

from the sequential comparison between the features in the query image and 

the database; the proposed solution is using a KD-Tree to index the database. 
This has decreased the time of comparisons to less than 0.082 second per query 

and the accuracy was maintained. 
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1.1 Overview 
One of the human respo 'b T . nsi i ities towards each others is to provide help 

to those who need it A ma· · gor sector of these people, are those who lost their 

seeing ability. Blind people fe . are :acing a lot of difficulties while moving, 

whether inside or outside their h B · omes. ecause of that, this project aimed to 

provide the blind people with aid, in order to live a normal life, and help them 

find their position easily. 

There are many artificial sensors alternatives in the latest technology 

that could cover the absence of the sight of the human. None of them is as 

perfect as the human eyes but they can be used to give the blind person some 

clues about this location. For example, RFID, laser sensors, wireless waves etc. 

only recently cameras were introduced as a new alternative to these sensors. 

Cameras· need high computation power, but the rapid development of a high 

speed processors and hardware; brought to light a new direction to work on 

solving this problem, which is using real-time image processing. A new system 

that uses image processing is preferred to provide visual localization aid for 

those who lost their sight because of them many advantages of the cameras 

over the other sensors. 
This project is to propose a system that is intended for indoor 

environment, for example: "universities, hospitals, museums, houses and 

schools". The project is intended to work as follows: First an image is 

captured from the surrounding environment by the camera mounted on a 

mobile device. An image retrieval system is used to determine the closest 

1 
· h · thi·s i·mage This image retrieval system is stored on 

ocation that contains 

the 
· d : I addition information about the map of the 

mobile tevice. in 
· • d the mobile device. The result of the image 

environment is store on . . d t dicate the position of the blind person. Finally, 
retrieval system is use to 1! 

a suitable voice message is played for the user. 

10 



1.2 Project objectives 

The system is supposed to accom r l h . . plish the following objectives: 

1. Availability: The system m t b . us» ve available all the time whenever the 
blind user needs help. 

2. Reliability and robustness We will tr to • > · try to minimize the number of 

negative voice messages by avoiding the software failure and guide 

the user with instructions through voice messages. 

3. Efficiency: We aim to maximize the efficiency of the system, by 

studying and optimizing the localization rate and the speed of 

localization process. 

4. Update and upgrade: The system stored data which represent the map 

of the environment could be updated easily in order to adapt to any 

significant changes needed in the environment. 

5. Size of the system environment: The system will be tested in a indoor 

environment of one floor in a building. 

6. Type of interaction: The system will interact with the user through 

voice messages, since that blind user can not benefit from Graphical 

User Interface (GUI). 

7. Ease of use: The equipments that are necessary to make this project 

works effectively should be easy to use and understand, regardless of 

the users experience and knowledge. No special equipment is needed 

which will minimize the cost of the project. 

8 I ifi The System 
does not need any kind of infra-structure, 

. nra-structure: 
not even special markers. 

11 



1.3 Preview of the system 

As mentioned in the overvi th . ew, ie project has two phases: in the initial 
phase, the system must learn the · environment so a set of image are captured 
from the different locations and d t b a a a ase from the corresponding features is 

constructed. The database is stored on a mobile de This ihe ' ted evice. Is pliase 1s create 

before the blind person uses the system. In the second phase the blind person 

can use the system. Whenever he/she needs help about his/her position, the 

mobile device is used as follows: the mobile device captures an image and the 

image is converted to a set of features. The features are compared with the 

features in the database and the result is played to the blind person as a voice 

message. For the first time the system is loaded on a mobile device, after that 

the camera starts to capture pictures from the surrounding area, for each 

picture; the system converts it to a number of features, each feature is 

compared with the system features which are stored previously, the closest 

match for this feature; resembles the highest location possibility for it, then the 

next query feature is treated the same until comparing all the query features is 

finished. After that, the system counts the occurrences for each location, the 

highest number of occurrences will give the most possible location. These steps 

are repeated for each query image. After a number of images; the system 
about the location for the user. 

returns a voice message 
Figure 1.1 shows the context diagram of the proposed system. 

12 
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Figure 1.1: context diagram for the system. 

1.4 Project hypothesis: 
o Any significant update occur on the building must be followed by an 

update on the system database that represents the environment. For 

example, moving the seminar room to another location must be 

followed by an update on the system data that indicates its new 

location. 

0 
There must be enough natural decorations to make every location 

different from others, in order to help the system to differentiate 

among these locations. For example, using only doors will confuse 

the system and the results will be misleading. 

• All the hardware parts supposed to be functioning without any 

problem or lack of power. 

13 



1.5 Project problems 

This project aims to solve thefioll . owing problems: 

1- Software problem: 

• Speed problem: The imag . e retrieval process should work at high 
speed so that the blind L · person wi.l not wait much for the result. We 
should also take into con · d · · · sieration that mcreasmg the speed may 

decrease the accuracy, so there is a tradeoff between speed and 

accuracy. In addition to the complexity of the image retrieval 

software system, increasing the size of the database makes the 

system slower. 

o Accuracy problem: the system should identify each location in the 

environment when the blind person makes 'a query. So high 

localization rate is required. Nevertheless, precision is not highly 
required because human do not need to know their location precisely 

in terms of centimeters. In order to have accurate results, we should 

select an excellent feature extraction algorithm that can differentiate 

between the images. 

2- The location problem: 
o The accuracy of this system depends heavily on the rich 

· t. This means it will be difficult for the system to decide 
environment. ° 

h 1 
· h the image does not provide enough information 

the location wien 
(such as a wall, a door or an empty space). 

3- Hardware problem: 
. . 

1 
. e· there are no sensors used other than 

• In order to mamtalll a ow pnc ' . needed in the environment. Also no 
the camera, no infrastructure1S . because the GPS signals can not reach 
GPS sensors can help _us e 

14 



indoor. This will make the work .: · kchallenging because we rely only 
on the image to decide the location· 

' 
o During the development of the project, 4ll 

J c , we wI use a standard 
personal computer to simulate the whol t b h .h e sys em, ut w en t e 
system is successful we will deploy it on a mobile device equipped 

with a camera. The mobile device should have the following general 
specifications: 

1) Speed: the speed of the processor is heavily affecting the 

performance of the system. Current mobile devices support a 

processing power up to 600MHz. 

2) Memory: enough memory to contain the data about the whole 
environment. Current mobiles devices reach 2GB of flash 

memory. 

3) Camera: the mobile device must have a camera for taking 
pictures for the environment. Current mobiles devices reach a 

resolution of 2 mega pixel. 

4) Weight: the device must be light so the user can easily carry it 

and move around. 

5) Ease of use: the device must not be complicated, but easy to use 

by the user. 
irements are based on the results that 

6) The project hardware requi . 
. ·11 be discussed in the results in Chapter 5. 

we reach, so it WI 

. t action problem: 4- Human computer inter 
. f e is not suitable for this project; we 

hi il user intertac 
Since the grapluca» . e messages should be both 

1 These vo1c 
. : iessages On y. . will rely on voice me roved if the voice message 1s 

1. d erson may get annoy 
brief and clear. The blinc 

15 



7 
repeated many times. This me ans we must stud th 
toward the system. Y tle blind person attitude 

1.6 The testing environ ment 
To simulate a real case of. d . m oor environment th' . . 

tested at Friends of Fawzi K ' is project will be 
awash Information Techn 1 

Excellence (FFKITCE) 1 _ 
0 
ogy Center of 

Figure 1.2: The First floor locations at FFKITCE. 

Images from the first floor of The FFKITCE will be taken for 

experiments. Figure 1.2 and Figure 1.3 show the map of the first floor 
where the environment where divided into 10 important locations. Figure 

1.4 shows a sample image from each location. 

1 • • T d 1 ment-training centers in Palestine; it was established 
FFKITCE is one of few purpose-built"""f,,s i aims o encourage and support innovative I 

at Palestme Polytechnic Umvers1~-~ebro tial value and to provide exemplary dissemination, 
research and projects that have significant P"",,,,4rd the country. The IT Business Incubation 
train» ·the University, he reg:oDl ining and support in IT for e mve 1 ' d . d as in IT to find a place to work and develop their 
Service at the Center will enable people with goo 

1 
e 

ideas. 
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Figure 1.3 : Reception hall locations. 

And these are a sample pictures from the testing environment. 

. 1 4 . Sample pictures for the locations. 
Figure · 
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1.7 Project Phases 

This system has three phases: these phases . . . 
solving the speed problem phase d . are: simulation phase, 

an the mobile deplo 
is described as follows: 9ymnent phase, each phase 

1- Simulation phase: 

This phase is considered to be th . . . . . e introduction for this system. The idea 
is to see whether using image processi 1 ° ° · . mg m ocahzation 1s possible and helpful 

or not. This phase was done durin d · • g a graduation project prepared by Fatinah 

Sinnoqrot and Iman Younes Go d 1 r · . o ocaiization results were reached. (85% 

without markov model' and 100% using markov d l) [l] b th mo e ut e average 

time needed for one query image was 7 4 7 seconds Th ul h • . ese res ts s owed that 

using image processing in localization is possible but can not be used in real- 

time. 

2- Solving the speed problem: 

This phase is the objective of our graduation project. We will maximize 

the performance of the system by optimizing speed and maintaining accuracy 

during the comparison process, which will enable the system to work in real 

time. This phase will be done on a normal personal computer as a simulation. 

3- Mobile Deployment: 
This is the future phase for the system development process, which will 

be deploying the system on a mobile device. This phase includes converting the 

system from simulation to a mobile device system. When the system reaches 

thi h 
· · ainl itabl to work in the real time and it just needs to be 

s phase, it is cert ly suttatI© 

d 1 
.
1 

d . The attitude of the blind person toward the 
eployed on the mobile ievice. 

system will be tested in this phase. 

,wation process. It is commonly used for 
1 ch,,track the local1zau 
Markov model: A probabilistic approach IO 

robot localization. 
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1.8 The outline of this report 
Chapter 2 will be a background . . and will view for the d 

some important· terms th t . e rea er to introduce 
at are 1mporte ' ant in understandin th • 

addition to the related studies. Chapter 3 ·u . g e system, In 
. · wil discuss some related works in the 
indoor environment localization problem . ' and will compare between our 
system and these studies. Chapter 4 will t 1k b . . a a out the methodology for 
developing this system and solving the spe d bl th e pro em at faced the system in 

its first phase. Chapter 5 will view the experime t d 1 · · n s an resu ts then will discuss 

the results by comparing them with results found in th · h e previous piiase. 

1.9 Summary 
This chapter threw the light on the main motivation for this system 

which is helping the visually impaired people. Then, we moved to talk about 

the objectives which the system is supposed to accomplish. After that, the 

chapter mentioned the system hypothesis and explained the main problems of 

the system, which were divided into software, location and hardware problems. 

Following that, a map for the testing environment was provided with a sample 

from the database for the locations. Finally, a preview for the next chapters was 

clarified. 
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2.1. Introduction 
This chapter will introduce new terms for the reader b . 

importance in understanding this ecause of their g s system namel . . . 
features, SIFT and the inde · ' y. unage retneval system, the 
11 3 xing method th t · a Is used to organize the database of 
features. These terms will help the d . rea er in und t din ers an g the coming 
chapters. 

2.2. Motivations for using image p: · e ·rocessing 

First, we want to explain the moti 1ti r · va 10n .lOr usrng 1mage processing for 

localization. What directed us toward using image p O • -C'. • d rocessmng 1or 1nuoor 

localization was the huge information that we can obtain from the camera. It is 

known that image processing applications require a huge number of 

computational operations but nowadays there is an increase of computer power 

that technology achieves which makes many image processing applications 

possible. On the other hand, failure of other systems to work within indoor 

environment also affected our choice to use image processing for localization. 

These systems fail either because the information that it delivers is very low or 

because of the complexity a cost of infra-structure needed to use them. 

There are other alternatives than using a camera but they all have 

disadvantages. We will talk about four alternatives: GPS, RFID, Bluetooth 

and Wireless LAN. 
. . . tem (GPS') is a satellite-based navigation 

The global positioning syS 
k 

f 24 medium earth orbit satellites that 
system made up of a networl O . . Th s stem enables a GPS receiver to 
transmit precise microwave signals. e Y di ction. GPS system is normally 
determine its location, speed and ire · . . b satellites. Because of that, usmg 
unavailable. Its signals are provided y th 1d RFID . Other systems like Bluetoot an 
GPS signals can not reach indoor. 

also have other problems: 

.. Aki/GPS 
1. 3:Ml/en.wikipedia.org/W 
See wikipedia.org, available at http:» 
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RFID' is an automatic id . . · 1entification method . 
remotely retrieving data using d . ' relymg on storing and 

evices called RFID 
contain at least two parts. One . . tags. Most RFID tags 

is an mtegrated circ . . 
processing information, modulati mt for stonng and 

ng and demodulatin an ( • 
can also be used for other speciali d f, . g RF) signal and 

. . ze unctions. The second is an antenna 
for receiving and transmitting the si 1 gna. 

Bluetooth provides a way . to connect and exchange information 
between devices such as mobile phon 1 es, aptops, PCs, printers digital 
cameras, and video game consoles over a se 1 b . 3 cure, g o ally unlicensed short- 
range radio frequency. 

RFID and Bluetooth require a complex and a costly infra-structure 

when installing the RFID tags or Bluetooth access points. In addition RFID 

and Bluetooth transmit signals in a short range only. Other than that, using 

radio waves in RFID may affect the human health. 

Wireless LAN3 (Wireless Local Area Network), utilizes modulation 

technology based on radio waves to enable communication between 

devices in a limited area, also known as the basic service set. This gives 

users the mobility to move around within a broad coverage area and still be 

connected to the network.) Wireless LAN has its own limitations such as 

being subject to interference. 
All these reasons supported toward using image processing to build 

this system. These four alternatives are used by different projects. These 

projects are discussed in details in Chapter 3 · 

, • 4 ,y wMkipedia.org/wiki/RFlD 
See wikipedia.org available at http.I/en. p th · ' . g1wikil Bluetoo 
S% a.. .1 :ht :/le wikipedia.Of Ce wikipedia.org, available at http:/en.) ,,1;/ Wireless_LAN 
3, ... 4 ,-y%.wikipedia.org/will < 
See wikipedia.org, available at http:z/et: 
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2.3. Image retrieval 

An image retrieval system is a system d . use to search for an image from 
a huge database using Query by Example (QBE) [2]. 

This query is based on methods that can be divided into: 

2.3.1. Name-based image retrieval : 

Most traditional and common methods of image retrieval utilize some 

method of adding metadata, such as: captioning, keywords, or descriptions to 

the images so that retrieval can be performed over the annotation words. 

2.3.2. Content-based image retrieval (CBIR) 

CBIR is also known as query by image content (QBIC) and content 

based visual information retrieval (CBVIR). Figure 2.1 shows the steps in 

CBIR systems [3]. 

Feature 
Query Image - • . Extraction 

Retrieved 
Matching Om» ·{ Images 

} Feature 
so 

Extraction 
I - 

I I 
Database 
of Images . 

\J 
l CBIR Steps[4]. .. 

Figure2.1 {[] analyze the actual contents 
that the system WI 

"Content-based" means h vther. The term 'content' 
them with eacl O . 

of the images in order to compare other information that can be 
textures, or any f 

might refer to colors, shapes, will be called later "the features o 
. If· these contents 

derived from the image itse ' 

the image". 

ain steps: 
CBIR involves two m 
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; Feature extraction: In this t s ep, the CBIR system 
a set of values; these values c . . converts the images into 

. an distinguish an . 
The feature extraction step is do age from other images s one for the uer . 
and for a set of images in th q ry image on system runtime 

e system training h . 
database for the system to search fo '& p ase, in order to create a 

ct tor the q 5 uery lffiage within. 

ii. Matching: This step in the CBIR . system involves com . 
the query image, with the featu . panng the feature of res in the system database Th . 
the image with the highe ©.' he result will be 

g est matches with th . . e query image. There is a lot of 
comparison methods used The th . one at we used is called "The mean 

squared error" MSE. It is explained late . thi. h rm s c apter. 

2.4. The features : 

The Features are the core of the CBIR systems. The raw image data is 

not used directly in most computer vision tasks, the images have to be feature 

extracted first, and then the f ea tu.res are used instead of the whole image. This 

has different reasons. First of all, the high dimensionality of the image makes it 

unreasonable to use, especially when the CBIR system used in a real-time 

project where the speed is the most important factor. Secondly, a lot of 

information embedded in the image is redundant and/or un-useful. Because of 
that, extracting the features form the image gets the expressive representation 

of the most important information data and ignores the un-useful data. Third, it 

is impossible to compare images directly with each others if they are taken 

from different locations because the images the pixels are totally different. The 
solutio is t±the feature; and the resulting representation is called th© 

on is to extract ie feat CS 
feature vector. This shall reduce the time needed in image comparison, and Will 
1 d will increase the accuracy for the 
ead to a higher speed and performance an 

system. [4] 
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2.4.1. Invariant Features 

For these feature to be us full 
• • set ly used, they must . 

they should be invariant) if the ima remain unchanged (i.e. 
· age content is subject : 

that changes its current situation T I led to a transformation 
. . ransformations can be b . 

example: rotation or scaling) or can b h . 
0th 

geometric (for e p otometnc (lik h . . . 

di
4-; ) e a c ange in lighting 

con uons . 

Global vs. Local features: 

There are two types of features [4]: ;1 b 1 · g O a features and local features 

here is a discussion of each of them: ' 

2.3.1. Global features: 

The first category of features is called global features. If the features are 

extracted from the visual content of the entire image, then these features are 
called global features. This means that all the regions of the image contribute in 

this feature, and any loss or change on the image, geometric or photometric, 

will affect these features. Global features have been used successfully for 

image retrieval. The easiest and the most famous example is the global color 

histogram'. 
The main advantage of global features is their speed but their problem is 

that the resulting description cannot differentiate between different image parts. 

In other words, if a new object appeared in the image, it will be different from 
the · · 1 · d th system will have difficulties to match them. 

original image, an 1e 
Therefore, the global features are usually not suitable for tasks like partial 

.. 45 or retrieval in cluttered or complex 
image matching and object recognition: 

scenes. 

2.3.2. Local features: 
are extracted from regions of 

local features 
In contrast to global features, O • th 

that any transformation on e 
· . . • This means 
interest or objects in the imago: 

1 in the irnage. 
I • tences for each co or 
It is a vector that shows the number of occurr 
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image will not affect the entire unage E · ·ven thou h. 
e image will affect only some of +.,, '8% introducing new.objc i of the image fea objects in 

aives the features the attribute that i% S@tures, not all the features Thi atis called "rob " 
1 

· · f ust to occh ' " to occlusion means 1 there is an ' ;% {usion". Being robust 
· Image with some featur 

features are hidden or missing th th es, and some of these 
' e o er features can diffe ' 

from any other image. Having thi . c erentiate this image 
s attribute will makc 

partial image matching successful and effecti e using local features in 
ve, where global features fail 

The main problem of local fe tur . · ea es is the need of hi h re . 

P
ower to perform a n b f g p» ·processing 

umier o: com; tat; J . ·:. apu atuona, processes to determine the 

regions of interest. The rapid development . . . rn technology nowadays guaranteed 

the availability of powerful hardware with hi.h ·d g spee and performance [ 4]. 

2.5. Introduction to SIFT 
Scale-invariant feature transform ( or SIFT) is an algorithm in computer 

vision to detect and describe local features in images. The algorithm was 

invented by David Lowe in the year 2004[5]. 

SIFT transforms the image data into scale-invariant coordinates relative 

to local features. An important aspect of this approach is that it generates large 

numbers of features. A typical image of size 500x500 pixels will give rise to 

about 2000 features, although this number depends on the image content. 

The local features are based on the appearance of the object at particular 
interest points. These features are invariant to image scale and rotation and 

robust to changes in illumination. They are also robust to noise, occlusion and 

minor changes in viewpoint. 

3.5.1. SIFT Stages keypoints. Following are the 
SIFT uses local features and call them © · 

· ate the set of image features: 
Inajor stages of computation used to genera 

1. Scale-space extrema detection: 
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2. Keypoint localizatio n. 

3. Orientation assig nment, 

4. Keypoint descriptor. 

These stages are ex 1 . p amed in [5] 
completion. and we mention ther h m ere Just for 

3.5.2. Features comparison 

There are a number of comp . . anson method th 
comparing features with each th . s at can be used · o ers, one of these meth . m 
error (MSE) (see Section 3.5.2). hods is the mean squared 

I 

MsE 2([]--tl 
i=0 

E» ·ti qua ion 2.1 Mean Squared Error 

Where: MSE is Mean Squared Error ' 

l = vector length. 

v 1 = query feature vector 

v,= compared feature vector 

MSE measures the average of the square of the "error", the error is the 

amount by which the query feature differs from the compared feature in the 

system database [ 6]. 

3.5.3. Robust comparison 
To maintain a robust comparison between the features, the system first 

compares the query with the whole database and finds the closest feature, and 

th
en it finds the second closest feature. The choice of taking this comparison as 

Positive one is based on the following: assume the MSE (see Section 3.5.2) 0. 

Ihe first comparison is mse,, and the MSE for the second comparison!I5 "@ 
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the positive match is when mse,/m ISeg <0.4. Oth ° erwise the comparison is 
rejected. 

Finally, the similarity between tw . . 
. 0 unages is based on the number of 

positive compansons. 

2.6. The Indexing method 

The main cause for the speed problem in the previous phase (simulation 

phase) came from the comparison process between the query features and the 

features stored in the system database. The previous system database was 

created by storing features sequentially, and the comparison process had to 

compare all features in the database. This is called linear order. In the new 

phase, the system database is built like a tree, in order to decrease the time of 

comparison process, and to decrease the number of features from the database 

that will be compared. 

The following is a comparison between the two methods: 

3. 6.1. Linear order 

Linear order [7] is a simple way to organize the database, also known as 
• :. fc thing a set of data for a particular 

sequential order, which is suitable tor searc 

value. 
this is a huge time consuming process. 

For a large number of features d . th all the features in the system 
Because the comparison must be made WI query feature Suppose that the 
database· and must be repeated for every · W: ·d MN 

' image has M features. e nee 
system data has N features and the query k the real time. For 

. ble the system. to wor 
comparisons which will not enat the ery image has 2000 

49.000 features, and 1e quc 
example· if a system has 1 ' 2.000 100,000 = 2 

3 arison operations because ' ' 
feature then the number of comp 

' 
10° operations. 
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3.6.2. KD-Tree 

A KD-Tree (short for k-d· . . : 4;, aimensional tree) · 
,oints in a k-dimensional space [8]. "©) s a method for org nizi . Each poi t rgamzmg 
binary tree data structure is a n resembles a feature KD T ' useful meth d £ · - ree, a 
searches involving a multidim 

0 
or several applications su h ensional search k , c as 

a sample tree of two dimensional d ey. The following figure shows 
ata elements (k=2). 

x------------------ ---- 

y ------------ {5, 4) 0 

I\ 
x------ (2, 3) 0 (4, 7) 0 

(7, 2) 

~ 
\ O eo 

I 0 {8,1) 

Figure 2-2 a sample of 2D-Tree [4]. 

The KD-Tree is used for searching when the data vector is 

multidimensional. The Levels of the tree are split every time on a 
different dimension depending on mathematical consideration. It has the 

advantage that's easy to build and has a simple algorithm for closest 

points and ranged search. 
Using KD-Tree is faster than using sequential search. Using KD-Tree 

excludes some features that have low possibility to be close to the query 

feature. Because of that; there is no need to compare them and waste time. 

Comparing the query image with the system data using KD-Tree needs 

M(logN) operations. 

F 1 th b f 
operations for a system with 100,000 feature 

or exampic e number o as · th 2 ooo feature will be 2000*logl 00000 = 
system data and an 1rnage w1 , ' · 1 * 4 • • it is 2 • 10

4 
times faster. 

l0". Compared with sequential compari5 
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Since KD-Tree is much faster than th . 
. . · e linear order method ( sequential 

search) we will use it in our project. In each node · . . e in the KD- Tree we have a 
feature vector. It is important to say that . . , we are not searching for an 
exact feature in the KD-Tree, but we are look for th 1 r ec osest feature based 
on MSE (see Equation 2.1). 

2.9 Summary 

This chapter gave an overview of terms that are needed in order to 

understand the proposed system. It first introduced the motivations for using 

image processing in this field: Then reviewed the image retrieval process, 

which is the main function of the system. Then, it talked about SIFT, the 

feature extraction algorithm, the features in general and the advantage of using 

local features over global features. Finally it talks about the indexing method 

that is used in this system. 
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3.1 Introduction 

The previous chapter 1 explained some te 
d
. this rms that . 

understan mg s system. After readins are unportant in g Chapter 2 you ;h 
problem in understanding the studi ' s ould not have any 

es and the projects that ·11 . 
is chapter, and the way the system works tha ; 'ill be viewed in 

· : aat will be explained later 
This chapter will review some p . . on. 

. . . . . . IOJects and research ideas which were 
initiated to deal with indoor localization bl . . pro em. We categorized them into 
two categones: image processing-based p · rojects and non-image processing- 

based projects. 

3.2 Image processing-based projects 
Using image processing in localization projects is a new approach in 

solving this problem; because using image processing requires high speed and 

powerful hardware. These requirements have been developed and enhanced; so 

using image processing is now not only possible, but also preferred, because no 

specific infrastructure is needed and the cost is very small. There are many 

researches in the literature that are based on image processing. Here are some 

of them: 
1. Localization using a mobile: One of these projects was made by 

Nishkam Ravi et al [9]. Their system is for general purposes and not for 

b
.
1 

warn by the person but 
blind localization, they used a mobile camera ' · . . b rver 6y GPRS' to extract 
after capturing an image, it is sent to a we se . th send the answer back to the 
its features and determine its location, 

th 
onents of the system. 

user. The following figure shows e comp 

, . - . ble to users of Global System 
1., ,%Data Service.av@ll® ,, from 56 up to 
£ General Packet Radio Service (GPRS) is a ~o 

I 
6ile phones. I provides data ra 

or Mobile Communications (GSM) and IS-13 mo 
114 Kbps. 
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[ l Native 

o, 
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Database 
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Energy Optimization 

Server Initiated 
Time-period Determination 

Server 

Figure 3-1 the componet of the system(localization using a mobile). 

Unlike our idea of using SIFT, they use composite feature extraction 

algorithm such as histograms, wavelets, shape matching. The result was 

90% accurate when tested on a floor of the Computer Science 

Department building, which includes 16 rooms, staircase, a bridge and 

the corridors. 
The challenges that faced their system were varying lightning 

conditions, and the presence of moving objects in the image, which this 

system overcame by using a suitable feature extraction tool. 

2. A • • h t · estigated computer vision 
. .seeing-wheelchair: Another project that 1' 
for robotic localization was made by Punarjay Chakrarty [lU} ted on the top and connected 

motorized wheelchair with a camera moul 
Th 

heelchair can move from one 

on a laptop that shows the results. e W . . ictures and passing them to 

place to another, while the camera is tall8 

33 



a laptop that contains the alporit I needed to jdeyf9 4%a t, e 
previously defined map with landrare ». ""/ ¢ 1ocafion. A 

lrlrll ,fl for the; loct1.fi< n ', 
the algorithm used for feature 4 . · ' 

1 
' pr<,parerl ~nrl e cxtraction is ST :.» , 

th fr 
; with reducing the 

vector lengt :om 128 to 20 using PCA', 

33 Non-image processing-based projects 
There are a number of non image processino . = ":r:...- • . s projects that handled the 

localization problem with other means of technology such as RFID, IR, 

Bluetooth and WLAN; below are some of them: 

1. localization using talking nodes: Yehuda Sonnenblick [11] from the 

Jerusalem College of Technology (JCT) has developed a prototype for 

compact voice-output sign units, these · i,J · :i...11g units were placed next to 

doors, each unit prerecorded with a short auditory message describing 

the location. They are then activated by pressing a switch (like a 

doorbell). Its disadvantage that it can not be activated from far away. 

U 
. . ts for localization: Another system made by Yehuda 

2. 'sing access porn · 
Sonnenblick [10]; was a system consists of static transmitter units 

. . the building's corridors and a portable 
mounted on the ceilings along 

Th various building locations are coded 
receiving unit for each user. e . . . into the corresponding transmitter 
. d. . l 1 which are written mto 1g1ta va ues, . d fr the ceiling using . 1 transmitte om o o 

. d e continuous y umts. These co es ar :. it senses the beam closes\ to it 
able receiver unit S 

infrared beams. The port . a building location value. The 
. tt d signal into 

and decodes the transtnl e dule which announces the 
. 1 contains a speaker mo ' 

receiving unit a so 

user's location to him. 
. the field of localization. 

. also used In 
. . d ors: RFID I5 . . system using the l) f 

3. Using tags 1ll O . a 1ocalizatJOn 
, -:% p12] has desi Myungsik Kim .anensioal data st» 

d e multtdl 
d to reduc . ue use 

1 .:,-4g a techntf 
Principle component analysis. 
dimensions for analysis. 
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is used by robots; a robot can . · easily identify s: 
automatically transmitted £ Y obJects through th orm transponde ID code 
object without additional se 1ers that are attached t cnsors or comple to each 
difficul · P ex oper ti main ficulty involved is tha, SF@1on progress. Th 
. . at the spatial locati · 1€ 

object for executing a task .th on mformation of an wit the target obje 
through the current RFID. JOt can not be acquired 

The location sensing RFID system using a dual d. . 
designed. The dual direction ant · hrectional antenna is 

enna is an antenna set co 
identical antennas perpendicular! . . mposed of two . y positioned to each othe h . 

d h dif
':C: r aving a 90 

egree p ase .ference. It finds the dir . . . · rection of amval of signals by the 

ratio of the signal strength between tw o antennas. The location of the 

transponder is triangulated using the dir . ections sensed at different 

positions. 

4. A radar system: Shashank Tadakamadla has made a paper[13] on 
localization using the Received Signal Strength Indicator (RSSI). RSSI 

is used to determine the quality of the communication from one node to 

another. By tagging objects with a special node and deploy a number of 

nodes at fixed position in the room, the received signal strength 

indicator can be used to determine the position of tagged object. This 

system operates by recording and processing signal strength information 

at multiple base stations positioned to provide information in the area of 

interest. It combines Euclidean distance technique with signal 
str

ength 
matrix obtained during offline measuremen! to determine the location of 

user. 

3 4 n· . ' lSCUSSIOll 
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Both projects that use ima . ge processing· 
·operties with our system. The first . 5% are sharing very pt . project uses a mo . common 

and captures and image, then send it t bile phone as a camera 
. . o a server wh 

\ocalizal!on is done, then the result is ere the process of 
. . returned to the ho 

!llobile device is also used, and the result . . pI me. In our system a will be given by th 
difference between this system and our . Y e same device. One s is that processin . 
obile device and not on a middle hardw . g is done on the are like a server anoth . . 
difference is the algorithms used in imag . ' er significant . . e comparison that affects the accurac 

of the system, that is this system uses thre ee types of comparison: color 

histogram, wavelet decomposition and shape matchin · nag, where our system uses 

SIFT algonthm to generate robust and invariant f eatu.res, and the mean square 

error is used for comparison. 
The other system is made for robots not for the blinds, but it used image 

processing to solve the localization problem, the processing is done on a laptop 

not in a mobile device, and the algorithm used for feature extraction is the 

same: SIFT, but with an enhancement on the feature length. 

The non-image processing system supported the idea by showing that 

they need a special and complicated infra-structure. The first and the second 

projects were by Yehuda Sonnenblick, the first one used a number of voice 
output units at every location, and this unit is activated by pressing (as a door 

bell). The other project mounted a number of transmitters in every location, and 

gave the user a hand held device worked as a receiver, the transmitters sent 
th
e 

· th · interpreted the signal and 
signals that convey their location; and e receiV©I 

found the location. . . . d RFID to enable robots in 
The third non-image processing project US€6 ;» th fia,333nify the location by receiving 

ding their localization. The robot can 
1 
en 

1 
.. · ;%,oblem when receiving 

lgnals from the surrounding objects, but there15 a: that . . bl Ill faced our system, a 

multiple signals in the same location. A swular pro e 1 f n for this . ;,%y the cam, the soluti@ 
Was when an image of a far location js taking 2 . b s a possibility 
pr here each location 

oblem is using markov model, W 

depending on the current location. 

7 
\ 
! 
i 
I 
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The last system is similar to radar th ' ere are a numb 

1 
cations, while a robot is moving it : er of nodes spread in 

el0 receives signals, by = 
. al strength and depending on past dat lik , y measuring the 

sig a e the speed; th . , e location can be 
etermineh. 

3.5 Summary 
This chapter has viewed some of the proiects th 1 1 d . 'J ta P anne to aid the 

visual unpaired to localize their position within indoor environment using 

different types of technology, and from the mentioned above projects it is clear 

that using image processing can perform an accurate and fast localization with 

an advantage of the low cost and not needing a special infrastructure. 
The following chapter will give a background for some terms which are 

related to the system environment. The chapter is supposed to help the reader to 

understand the system. 

I 
\ 
! 
! 

\ 
I 

I 
I 
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I 
Introduction 

41 
This chapter goes through the details . . that are re u· 

t Ill As mentioned Ill Chapter 1 we h q tred to realize the 
sys e . ' ave two phases in th 

F 
.. t the setup phase: where the image he VLAB system. 
its {es are collected d 
acted and stored with the locations in an 

th
e features are ex . a setup database in addition to 

voice messages. The blind person is not involved t hi the . a tt is phase. Second, the on- 
\ine phase: where the blind person uses the syster In . m. order to implement the 

P
roposed system we have proposed to make th . . e project in two separated 

systems: the setup system and the on-line system We II · WI present the dataflow 

diagram and the flowcharts for each system. 

The major problem that faced the VLAB project in its first testing was 

the speed. The speed problem came from the indexing method that used in the 

database. Using a sequential file as database to store the features made the 

localization process very slow and inefficient. This prevented the system from 

working in the real-time. Because of that an indexing method is suggested in 

order to increase the efficiency and the speed of the localization process. 

4.2 The Setup System 
is to make a map from the 

The main objective of the Setup system . . . es that represents the whole 
environment by collecting enough indoor unag . j, fo· the corresponding locations 
map. The features are extracted. Then the labels or . . th t this h location. It is obvious 1@ 
are stored with suitable voice messages to eac1 ' mnment hanges 1Il the enviro! . he there are c 
Is not done by a blind person. Also w en When the database is 
th . d t pdate the map. 
e Setup system must be activate O u 

ready, it is uploaded to the mobile database. 

4.2.1 Data flow diagram of the SetuP systeill the elements of the 
(low between! : 

In this section we will clarify the data ther and will include . to ano ' erationl 
system and its transitions from O op 
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,% context diagram, and level] diagram. F: ·"1gure 4 .l shows context . 
d
. 
01

-ain for the Setup system id# 
Camera 

Image 
Voice 

(/' l_ we 
0 

.. 
Setup system 

~ ~ 

Updated database 

Figure 4.1: The Context diagram of Setup system. 

This system is a preparatory system to the On-line system so that the 

work of construction of the database that will be used in the second part 

of the system and will also work to update the database and then send the 

new system comparison, which will carry out research and comparison of 

th · · e images with query. 

4·2·2 Level 1 for Setup system Fi . for Setup system- This 
gure 4.2 shows level one of data flow diagram . sys ern captures images usmg 
tem interacts with several entities. The syste ·d the . en the features are extracte . 
camera from the indoor environment 

th 
d then Afe gh the microphone, an 

er that, voice messages are recoded throug b. d with the 
wh ,3, 1cation are.O" 

set of images that belong to a certai . etup database. 
suitab\ . is stored in the s 

e voice message. The whole data 

40 

T 
I 
! 



The following is a brief description of each process in the dataflow 
diagram of Figure 4.2. 

Process 1.1: Feature extraction: 

This process extracts features using SIFT algorithm since SIFT is 

based on local features, many features are extracted for each message. 

Process 1.2: Voice acquisition: 

This process records friendly and brief voice messages for each location. 

Process 1.3 KD-Trees: 

This is the main objective of our project; we propose using KD-Tree 

instead of sequential search. Therefore a KD-Tree will be constructed in 

this process. 

Process 1.4 Storing in the database 

When all the features are extracted from all the images and the KD-Tree 

is completed, KD-Tree is stored in a file. 

Process 1.5: update the mobile database: 

This process transfers the updated database form the Setup system to the On- 

line system. 
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Figure 4.2: Level one of data flow diagram for Setup system. 
The process 1.3 is the main scope for this project. 
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Yes 

Finding Min & Max 

Finding the Din . erence between 
Mm,Max 
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I " 

t 

Finding the 
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! 
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difference 

II 

Divided the features into two lists 
(Left & Right) 

II 

l 
Construct KD-Tree for the left 

features 

3 
Construct KD-Tree for the right 

features 

The feature 

Figure 4.3: The Construct KD-Tree flowchart for one recursive step. 
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4,2.3. Flowchart for con t tstructing a KD T . - ree 
Figure 4.3 is the c onstruction fl h 

explained by the following t owe art of the KD-tree. whi h . • S eps , IC IS 

4.4.1 Loading the system data 

To construct a KD- Tr fi . ee irst all the featur 
the features will look like a 

2
D es are brought together, 
-Array where each 1 . 

vector. If a new feature come t co umn 1s a feature 
s O the database the h 

re-constructed. w ole KD-Tree must be 

4.4.2 Finding the midvalue. 

First the minimum (min) and th . e maximum (max) values are found 

for each raw. Then the difference bet .h . . ween t em is found (diff = max-min) 

as shown in Figure 4.4. 

Feature element Min Max cliff 

7 66 1 0 44 221 23 3 10 8 200 49 37 3 17 0 221 221 

1 3 56 31 12 198 21 87 22 19 8 230 54 33 1 1 230 229 

' ]4s 4u .%" 2 66 
' .. » ,. 

0 168 ss 100 '' 

4 174 150 255 6 66 
·• 

. ' 
,+.3-8' al. • __ ?-< 

198 0 255 255 

.], '' ·» 
I ·' 

-; .,%3 

, ·• 

" 4 " 

,. ., 

8 34 22 33 64 88 190 56 3 61 64 240 10 66 123 3 240 237 

Figure 4.4: A sample of 15 feature vector each with 4 elements. 

Next, the row with the maximum difference will be considered as 

maxdifference and the index of that raw will be called the 

split_dimension. Then the midvalue is calculated based on the following 

equation 
Midvalue = maxdifference / 2 + min [split dimension]. Equation 4.1 

4.4.3 Finding the median. 
First we consider the row[split_dimension] and search for the 

' 
Cl 

•d z call this the median. The feature vector 
osest value to the mz va ue, we 
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that contains the median value becomes the root of the KD-Tree. 

4 4 Splitting the system data. 4. · 

After finding the median, the whole 2D-array will be split into two 

new 2D-arrays, left_array and right_array as follows: For each feature 

vector (V), we compare V[split_dimension] with the median. If the result 

of this comparison is greater than the median, the feature is added to the 

right_array, else it is added to the left_array. As shown in Figure 4.5 .. 

Feature element Min Max diff 

.-- 
44 221 23 .•·3'• 10 8 200 49 37 3 17 0 221 221 66 1 0 

,. ! 

~ 87 22 19 8 230 54 33 1 1 230 229 3 56 31 12 198 21 .. 

,. 

66 0 255 ; 168 s3 174 150 255, 6 198 255 ,-- 45 44 100 4 , ,, 66 0 , •, • h. s ,, .. . ,· 
• . % ,--~ ·~ .. ' 4 4e's#® : .. av 

240 237 56 3 61 64 240 10 66 123 3 22 r, 64 88 190 34 .) .) 

- 
i-- 
7 

2 

8 

«jF[[, 
/ ~ 

left_array 
- 

10 37 17 
44 23 7 66 1 0 - 

22 54 1 
31 12 21 1 3 56 J 

4 6 66 
2 66 0 45 44 53 - - 

10 123 ..__ ,.., 
64 190 .) 8 34 22 33 lg 

·nto Ieft_arr - e array 1 

right_array 

221 8 200 49 3 

19 8 230 33 198 

168 174 150 255 198 

61 64 240 66 88 

d right array. ay an  
:. 4.5: Splitting th Figure . . 
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4 5 Recursion 4 .. 

The whole process is r · 
ecurs1vely repeated for left_array and 

right_array, until each array has only one feature. 

4.3 The On-line system 

As mentioned before, this system includes two sub-systems. This 

sub-system is the second part of the project. It is the core system which 

will be used by the blind person directly. The user will get the system 

installed on a mobile device and will start using the system. 

4.3.1 Context diagram fo:r the On-line system 

Figure 4.6 shows the context diagram for the On-line system .The 

system interacts with two external entities that are the mobile camera, which 

Camera Images 

Location as 
voice 

message 

f 

11.. ~ =~-=====;;J !~=====--= ~ Updated DB r 
Visual . rt, ~. Setup system , Aid } Localization l sass===l 

for the d { 
~ 

A 

I 
Blind person 

Activation 
Signal 

of VLAB. - . context diagram · t the Figure 4.4, . .-,TY'lents and pass it o dig environ! 
. . fr the surroun m th ond external will capture images :orrl d by the system, e sec 

. will be analyze 
system. Then the image 
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entity is the blind person who will deal ·ith 
WI our syster Th 

11. • m. e user will receive a 
voice message te mg him about the locati 1on. 

4.3.2 Level 1 for Setup system 

Figure 4. 7 shows the data flow-lev 1 d" . e» one liagram, which contains 
the main processes, databases, and the flow of d t b a a etween them. But 
our graduation project's objective is Process (1.3). 

o The system works as follows: 

The mobile camera is supposed to capture images from the 

surrounding environment and send the images to the system. The system 

in return will look for the image in the database and return the closest 

location as a result for this query image. Then, a suitable voice message 

will be chosen, and played to the user. The following is a brief 

description of each process in the dataflow diagram that is shown in 

Figure 4.2. 
Process 1.1: Capturing images: 

This process receives the image from the camera and then sends 

this image the following process. 

Process 1.2: Feature extracting: 
. . h . from previous process and extracts 
This process receives the 1magc 

its features then sends these features to the following process. 
' . es with images in database: 

Process 1.3: Comparing the query image . 
:. ·ininy the location for a query 

This is the main process m deternu g 
1 ks for them in the database 

. . · the features, 00 
image; this process receives 
and returns the closest location. 

Process 1.4: Update database . he Setup system and the 
the two systems. t . 

This process connects . the On-line system if 
he images database 1n 

On-line system, to update t . t the user can update and 
:. indoor environment, 

any changes happen in the 

enlarge the image database. 

47 



Process 1.5: Markov model 

This process receives the closest location and compares it with the 

previous location to see if there is it possible to move from the past 

location to this location or the system has missed the real location. Then 
returns the result if this image should be taken or ignored. 

Process 1.6: Select appropriate voice message to blind person 

This process receives the new location from the previous process 

and selects the suitable voice message to be sent to the user in order to 
help the blind to determine his/her location. 
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Blind person 

13 
~ 

Kxtracted f s """""" I = 
Comparing inserted \ 
images with images Updated p= 

in data base ~ J '-:::::====wa===,j,I . l lJ Mobile Database 

Updated DB Mobile DB 

Nearest location 

r 1.5 

Markov model 

1.4 

Update database ' 

Old DB New DB 
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4.3.3 Flowchart for Searching a KD-Tree 
• Figure 4.8 shows part(l) of the flowcharts for Searching in KD 

Tree. The search and compare images made through set of steps as 

follows: 
For a new image with a set a features, we apply the followi~~.fo __ r __ 

each feature: 
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j. Searching the root 

The search starts h w1tl the root of the KD-Tr . , 
made between the query featur ree, a comparison is 

e and the root. MSE ( 
is used for the comparison. mean squared error) 

We store the MSE value for th e root. 

2. Determining the direction 

The next step is to determine th di · 1e direction of search, either left or 
right. To do so; a comparison is made b t h e ween t e query feature and the 
root at the split dimension. 

The result of the comparison decides to g 1 ft . h W - o e or ng t. e repeat 

the operation for each node and store the MSE val til th ue un 1 e system 

reaches a leaf. 

3. Deciding the closest feature 

The closest feature is the one which has the smallest MSE value. 

The condition discussed in Section 3.5.3 is added to increase the 

robustness of the comparison. This means we maintain the first and second 

MSE values and update them at each node during the search. 

These steps are done for all the features in the query image. 

4. Finding the over all match 
Finding the over all match is based on the matches between the 

features in the image and the KD-Tree. 

5. Searching the root 
: th ·t of the KD-Tree; a comparison is 

The search starts with the roO t MSE (mean squared error) 
made between the query feature and the roo · 

is used for the comparison. 

We store the MSE value for the root. 

6. Determining the direction 
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The next step is to determine th . . 
· · 1e direction of search, either left or 

right. To do so, a comp ans on is made b 
. . · etween the query feature and the 

root at the split dimension. 

The result of the comparison decide t 1 . es O go eft or nght. We repeat 
the operation for each node and store the MSE 1 . va ue until the system 
reaches a leaf. 

7. Deciding the closest feature 

The closest feature is the one which has the smallest MSE value. 

The condition discussed in Section 3 .5 .3 is added to increase the 

robustness of the comparison. This means we maintain the first and second 

MSE values and update them at each node during the search. 

These steps are done for all the features in the query image. 

• Figure 4. 7 shows part(2) of Flow charts for Searching in KD-Tree 

through set of steps as follows: 

8. Finding the over all match 

Finding the over all match is based on the matches between the 

features in the image and the KD-Tree. 
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msel=O e=M , mse2 =O 
SE (F,root) 

Find F (split-dim . 
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nrl their d'ff t erence 
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Next root= left node 

Next root= right 
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;Gare 4.8: parts (1) of the flowcharts for Searching in I' 
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No 

R. t; a 10 =msel / mse2 

No 

Ignore the feature 

Update the index 

End 

;cure 4.7: Parts (2) of the flowcharts for Searching in '-T' 
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5 Pseudo code 4 .. 

Below are the pseudo codes for th r 
e teature structure, the KD-Tree 

node structure, the KD-Tree construction process and th h e searc process. 

4,5.1 The feature structure 

- Field name Field type description 
- 
imglndex Character Will contain a character resembles a location. 
- 

data[ 128] Float Will contain the feature vector (128 element) 

next feature Pointer for the next feature. 

Table 4.1 the structure of a feature in the feature list 

4.5.2 The KD-Tree node 

Field name Field type description 

Will contain a character from the image name 

imglndex Character where this node came from. 

t . the feature vector (128 element) 
data[128] Float Will con am 

. d f the element that resembles the split The inuex o 
splitDim Integer dimension. 

d t the right of the split 
Pointer to a no ea 

Left Node dimension 
d at the right of the split 

Pointer to a no .e 

Right Node dimension 

Table 4.2 The structure of a KD-Tree node 

54 



WWW 

4,5.3 The construction pseudo code: 
Table 4.3: The constr . uc1on process fo t] --- or 1e KD-Tree. 

Input list of features - output KD- Tree root node 
o 

Pre Count (feature list) > 1 
- 

Post None 
go 

1. Find the split dimension. 
2. Find the median. 
3. Splitting the list of features into two new lists of features 

Code (left and right). 
4. Left= recursively construct KD-Tree from list "left". 
5. Right = recursively construct KD-Tree from list "right". 
6.KD-Tree = <imglndex, splitDim, data[l28], left, right> 

4.5.4 The searching pseudo code: 

Table 4.4: The searching process or e - 

Input KD-Tree, query features 

Output Closest location 

Pre None 

post None 

1. 
Find MSE for the root and the first feature. 

b the root (left or right) 
2. Choose the next node to e 

3. Find the MSE for the new root d 
til reaching a leaf no e. 

code 4. Repeat step 2 and 3 un 1 1 to each other ignore 
MSE values close 

5. If the smallest two · 
the feature. [] the features. 

6. Repeat these steps for a 

fc th KD Tree 

55 



DDI 

6 summary 4. 

This chapter has introduced the KD-Tree as a th d h d eory, an s owe 
the algorithm for building and searching for a feature in a KD-Tree. 

The steps done for creating a KD-Tree are: initializing system data, 
finding the midvalue, median, and splitting data .This is repeated until the 
whole system data being organized. 

The steps for searching a feature are: comparing the root feature, 
continue either left or right, compare the new feature, repeat this step till 

the tree gets to an end. This process is done for all the query features. 
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5.1. Introduction 

In this chapter we will describe th . . · esmmulation envirc 
make the experiments and results clefo Tonment, in order to 

ear or the reader. Then . 
the experiments that were made to me we will talk about 

asure the system speed and accur 
the results that we got from these experim acy, and . · ents. After that there we will be a 
discussion about the expenments and the 1 . resu ts that we collected from these 
experiments. Finally, a conclusion based on this di . . s .scussion will be viewed for 
"Solving the speed problem" phase of the VLAB S t ys em. 

5.2. Simulation environment 
In this section we will describe the environment where the simulation 

for the "Solving the speed problem" phase was done. There is general 

specification that consider the hardware and the development environment, and 

special specification about the data of the system. Both are explained below. 

5.2.1. Hardware and software Specifications: 
This simulation was done on a personal computer. The following are the 

important specifications of the hardware and the software that can affect the 

simulation process: 

• Processor Speed: 3000MHz 

• Memory Size: 512MB 
• Operating System: Microsoft Windows XP sp2 

M
. ft Visual studio .NET (2003) 

• Programming Environment: [icrosO 
- Microsoft Visual C++ (2003) 
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5.2.2. Data Specifications: 

• Images: 

Resolution: 352 * 288 

Color model: Grayscale 256 

format: pgm (Portable Grayscale Map) 

• Features: 

Extraction algorithm: SIFT (Scale Invari 1t F ian eature Transformation) 
Feature length: 128 values 

• Database of features: 

Locations in the environment: 10 locations ' 
Images used: 150. 

Average number of images per location: 15. 

The number of images per location is not the same for all the locations 

because there were certain locations that needed more than 15 images to be 

found, and there were locations that are highly distinctive from the other 

locations that needed fewer images. Also, the number of features in the 

database varies depending on the details of the images. The time for feature 

extraction depends also on the image details as in Figure 5 .1. 
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- 
• The test images: 

The number of query ima ages that 
images, distributed among th were used in the t . e locations. estmg was 90 query 

5.3. Experiments 
A number of experiments were made t 

method will decrease the need d . o test if the KD-Tre . d . . e time for localization 3e maexung 
as on the size of database, which will . The main concentrati , hich will affect the sci» ratuon 

affect the localization time and e size of the KD-Tree and will rate. Three ex . 
database that contains 50.1 00 d 

1 
xperments were done using a 

' , an 50 image. Table 5 
these experiments, where we c .1 shows the summary of an see that the localiza · 
as the number of images in the d t b . ation rate becomes better 

a a ase rncreases but also th . 
increases. e searching time 

. Table 5.1: Results using different databases. 

No. of images in the Localization Rate 

database 

Searching time using 
KD-Tree(Average) 

50 71% 1.5 ms 

100 82% 22 ms 

150 87% 82 ms 

In the last row of Table 5.1 was an experiment where we increased the 

number of images for some locations which show high error rate. The number 

of images in the database is 150, but they are not distributed equally for the 
locations. As mentioned in the data specification section (see Section 5.2.2.) 

th
ere are some critical locations that needed more than 10 images to be found. 

Figure 5.2 shows the time needed for comparing the features using IE.€ ° 
the sequential search. We can see that the KD-Tee is always faster H" " 

Sequential search. In the Figure 5.2 we can notice that sometimes WC I° 
Seconds ins tials tch to hind the location which is not good IOI ' 

sequentia searcl O m 
time. The average time for sequential search is 7#0 
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5.4. Results and discussion 
This section will discuss the result and compare them with the results 

found in the previous using phase, which depended on a sequential database to 

look for the features. 
Using the KD-Tree as an indexing method instead of using a sequential 

database showed a high increase in performance and localization speed without 

affecting the localization rate. The results that were found in the previous phase 
of the VLAB were 7 4 second on average, and the localization rate was 85%.[1] 

In our project; we have repeated the experiments using sequential search 

with a smaller database and found the following: 

• 
• 
• 
• 

The average feature extraction time using SIFT is 200 ms . 

The localization rate is 87%. . using KD-Tree is 82 ms. 
The average required time for the comparison . on sequentially is 740 ms . 

The average required time for the comp ans 
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In the localization we have t 0 make th f 
h 

.c . e eature extr . 
p,age and search for it in the database j, "action for a query · ase. This means tha . 
sequential search is 200+740=940 ms Th . . t 

th
e total tune using . ie total tune usin KD . 

_,gA. This is a significant increase in the "& D-Tree is 200+84 e performance. 
The accuracy of the VLAB syst em as a whole can also in · th crease up to 

100% after usmg e markov model In . . . . our project we don't need to increase 

the locahzation rate more than the rate that . . . a we got because using markov 

model will increase the localization rate. 

5.5. Conclusion and future work 
In this phase of VLAB development, we solved the speed problem that 

was preventing the system from working in the real-time. We achieved a 

localization rate of 87% and the average time for one query image to be 

localized was 282 ms. we are proud to say that the localization time is 

optimized without decreasing the localization rate. We recommend the 

following notes to be done in the third phase in order to deploy the system and 

make it ready to be used: 
• The KD-Tree must be stored in away that every time the system is 

initialized, it will be loaded, not created. 
% The two phases of VLAB: the simulation and the speed problem phase TU® 

be merged together and deployed on a mobile device. 
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