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لإهداءا  

  
 نهدي هذا المشروع لكل معلم وهاد للبشرية ، لكل من غرس بذور العلم والمعرفة .

لكللل مللن ررللا بررمللا و وللل  لتللا و حمللل ينامللا ورنللم ممللكااا ولكللل مللن رللر  معاللا ا نمللاناة 

 بتلب وروح ا نمان .

نهللدي هللذا العمللل نلللا  مللن حللافت فللو دناللام فنتمللل ويللال الللفمن ور للرع رلتللم المللاان فارن للر 

 ال خر و  ما آلامه راا حو لا نشعر بتموة التااة .

نلللللا المللللاس الللللذي لا ياكمللللر ، ونبللللخ العاللللاا الللللذي نرع الخللللل  والتللللام الم لللللا ورلماللللا  للللر  

 الاررتاا .

البتلللر لملللماع ولللوره ، نللللا  ملللن حاللل  لللله  نللللا ملللن رع لللف الكلملللال رلللن وولللمه ورملللكن  ملللوا 

  بــــــو الـــتــبــاــب . الأمل الذي راودم فو نااره فتلم  ن يرانو فو م ل هذا الاوم  ... 

نهلللدي هلللذا العمللللل نللللا مللللن حانللل  ،اللللة ملانلللة بلللورد التللللب ، نللللا ا نمللللانة ال الالللة ال للللابرة ، 

 والتمر الذي ياار دربو وناارو .

و ،رانللو والاايللمان الللذي يعاللر  ريتللو  ، نلللا مللن يللهرل ننللا حبللرل نلللا البلمللم الللذي يشللم

 ونشأل .

نللللا  غللللا ،لللوهرة فلللو العلللالم ، رللللي الشللل رة البايلللتة فلللو و،للله  راولللار التالللاة ررنلللو بأغ لللانها 

  مــــــو التــبــاـــبة .نلا المماا منضررة دراا لو ... 

ملللرح اللللروح للللذحراهم  ورملللر نهلللدي هلللذا العملللل نللللا التللللود النلللو رررتلللب رلللودرو ب لللبر ، ور

 العاون للتااهم .

 . ن ـــورـو و  ـــوارــو .نلا شتائ  الاعمان الذين اننضاونو ونرروا الورد فو  ريتو ..

نهللدي هللذا العمللل نلللا حللل مللن يتمللل مللودة فللو بلبللو ، رفللا  الللدرد باللاة الممللنتبل رلللا  ريلل   

 الشهداا .

،نللللان ، مللللن رفعللللوا رايللللال العلللللم والنعلللللام نملللللة ريللللالة الأيللللرل وال رنللللا والمبعللللدين والا

 . نمــائاا ونمــاــارــاــا وا مدوا نار ال هل        والن هال ...

نهلللدي هلللذا العملللل نللللا اللللروح النلللو ا نارهلللا   لنكلللون بالللر  شلللهادة فلللو  ريللل  العللللم ، نللللا 

 ال مد الذي  بكانا فرابه نبا ونفنا و  ا .

 .المرنوم ال دي  المهادس  ياد  وافشة ...  نلا  هله  وذويه ورونه الااهرة

نهلللدي هلللذا العملللل لكلللل ناويللللة فلللو ،امعنالللا التبابلللة ، ولكلللل بلللللم ووربلللة و للل  ، ولملللن يللللاهم 

 بإي الاا لهذم الريالة الماماة .

نهلللدي هلللذا العملللل لكلللل مللللن بلللذم دباتلللة رعلللب ورو،اللله مللللن  يلللارذراا الأفا لللل و لللابم ال امعللللة 

 الأحاديمو وا داري .

ولكللللل مللللن  للللاد ذحللللرم ، وانشللللرح وللللدرم بريللللالة الللللنعلم ، وحللللان م للللدر درللللم لاللللا ولالبللللة 

 نهدي هذا العمل  –فلماان  –فلماان  ، ولعب  الأرض الااهرة 
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Abstract: 

The project aims to use a simple technology owned by anyone in close range 

photogrammetry, such as use of different mobile cameras to make a 3D modeling of 

close objects by using a lot of software. These camera are now a days available with high 

resolution in different levels. So we are going to study the use of these cheap tools in the 

fields of close range photogrammetry.  

 

The project requires three stages. First we are going to test the use of the photos for 3D 

modeling of close range objects. Then, we are going to compare results. And finally, 

introduce camera calibration for each mobile camera. 
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 :الملخص

لاستخدام التكنولوجيا البسيطة المتوفرة مع  الجميع  فعل الترعوير الارمعل. متعد اسعتخدام أنعواع مخت  عة  يهدف المشروع

من كاميرات الهاتف الجواد لعمد مجسم تلاتل الابعاد من خلاد اسعتخدام العديعد معن البعرامذ. هعكه الكعاميرات فعل هعكه 

وم بدراسعة اسعتخدام أدوات رخيرعة العتمن فعل ح عود الأيام متاحة بدقة تروير عالية بمستويات مخت  ة. لعكل  سعوف ن ع

 التروير الأرمل.

اختبار الرور لعمد مجسم تلاتل الابعاد. وبعد كل  يتم م ارنة  ويتم عمد هكا المشروع ع ى عدة مراحد ، أولها

 الرور م  بعمها البعض. واخيرا ن وم بعمد المعايرة لكد كاميرا استخدمت فل التروير.
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1.2 Objective 
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1.4 Methodology 
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1.1 Background 

Terrestrial photogrammetry is an important branch of the photogrammetric science. It 

deals with photographs taken with cameras located on or near the surface of the earth. 

The term close range photogrammetry is generally used for terrestrial photographs having 

object distances up to about 300 m. Terrestrial photography can applied in two ways: 

• Static: photos stationary objects. Stereopairs can be obtained by using a single      

camera and making exposures at both ends of a baseline or two different cameras. 

• Dynamic: photos of moving objects. Two cameras located at the ends of a 

baseline must make simultaneous exposures. 

 

 

1.2 Objective 

This project aims to use a simple technology owned by anyone in close range 

photogrammetry. For example, the use of different mobile phone cameras to make 3D 

models of close objects by using different software. Mobile phone nowadays is available 

with high resolution cameras in different levels of mega pixels. So we are going to study 

the use of these cheap tools in the fields of close range photogrammetry by taking the 

advantage of the cheap or freely available modeling software. 

 

1.3 Time Table: 

 The time schedule shows the stages for achieving our work and the process of project 

growth. The time schedule includes Project determination, literature review, collecting 

data, designing the entire system. Table (1-1) shows the first semester project growth. All 

tasks are referred to the theoretical background and the whole system analysis. 
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Table (1 - 1) Time Schedule for first semester 

 

 

1.4 Methodology 

Method of working on this project is to be achieved by taking several pictures using 

mobile phone cameras. Afterwards we are going to Install the taken pictures to create 3D 

models using different software that are available in the university (PPU) or online for 

free. Finally the mobile camera will be calibrated to make a model more precise.  

 

1.5 Project Scope 

This project consists of five chapters as follows: 

 Chapter One: An introduction of the project and its description. 

 

 Chapter Two: Introduction to photogrammetry that introduces the history of the 

photogrammetry  
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 Chapter Three: Introduces close range photogrammetry and its principles. 

 Chapter four: Discusses some applications of close range photogrammetry 

 Chapter five: Introduces different methods for photogrammetry camera 

calibration. 



CHAPTER TWO 
1.1  

INTRODUCTION TO PHOTOGRAMMETRY 
 

 

2.1 Definition of Photogrammetry 

2.2 History of Photographs 

2.3 Types of Photographs 

2.4 Close Range Cameras 

2.5 Aerial Photography 

2.6 Fields of Photogrammetry 
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2.1 Definition Of Photogrammetry 

 

Photogrammetry is defined as the art, science, and technology of obtaining reliable 

information about physical objects and the environment through processes of recording, 

measuring, and interpreting photographic images and patterns of recorded radiant 

electromagnetic energy and other phenomena, as defined by photogrammetry is applied 

by science analyzing photographs. By technological development, photogrammetry has 

expanded to include the following fields: 

1. Digital imagery. 

2. Radiated acoustical energy patterns. 

3. Laser ranging measurements. 

4. Magnetic phenomena. 

 

Photographs are still the principal source of information. In this text photographic and 

digital photogrammetry are emphasized, but other sources of information are also 

discussed. Photogrammetry includes two specific areas: 

1. Metric photogrammetry. 

2. Interpretative photogrammetry. 

 

Metric photogrammetry consists of making precise measurements from photos and 

other information sources to determine, in general, the relative locations of points. This 

enables finding distances, angles, areas, volumes, elevations, and sizes and shapes of 

objects. The most common applications of metric photogrammetry are the preparation of 

planimetric and topographic maps from photographs, and the production of digital 

orthophotos from scanned photography. The photographs are most often aerial, taken 

from an airborne vehicle, but close range photos ,taken from earth-based cameras and 

satellite imagery are also used. 

 

Interpretative photogrammetry deals principally in recognizing and identifying 

objects and judging their significance through careful and systematic analysis. It includes 

branches of photographic interpretation and remote sensing. Photographic interpretation 
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includes the study of photographic images, while remote sensing includes not only the 

analysis of photography but also the use of data gathered from a wide variety of sensing 

instruments, including multispectral cameras, infrared sensors, thermal scanners, and 

side-looking airborne radar. 

 

 

2.2 History Of Photogrammetry 

 

In the early 18th century Dr. Brook Taylor published his treatise on linear 

perspective, and soon afterward, J. H. Lambert suggested that the principles of 

perspective could be used in preparing maps. 

 

The actual practice of photogrammetry could not occur, of course, until a practical 

photographic process was developed. This occurred in 1839, when Louis Daguerre of 

Paris announced his direct photographic process. In his process the exposure was made 

on metal plates that had been light-sensitized with a coating of silver iodide. This is 

essentially the photographic process in use today. 

 

The first actual experiments in using photogrammetry for topographic mapping 

occurred in 1849 under the direction of Colonel Aime Laussedat of the French Army 

Corps of Engineers. In Colonel Laussedat's experiments kites and balloons were used for 

taking aerial photographs. Due to difficulties encountered in obtaining aerial 

photographs, he curtailed this area of research and concentrated his efforts on mapping 

with terrestrial photographs. In 1859 Colonel Laussedat presented an accounting of his 

successes in mapping using photographs. His pioneering work and dedication to this 

subject earned him the title "father of photogrammetry." 

 

Topographic mapping using photogrammetry was introduced to North America in 

1886  by Captain Eduard Deville, the Surveyor General of Canada. He found Laussedat's 

principles extremely convenient for mapping the rugged mountains of western Canada. 

The U.S. Coast and Geodetic Survey, now the National Geodetic Survey, adopted 
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photogrammetry in 1894 for mapping along the border between Canada and the Alaska 

Territory. 

 

 

2.3 Types Of Photographs 

 

Two fundamental classifications of photography used in the science of 

photogrammetry are close range and aerial. Close range photographs are taken with 

ground based cameras, the position and orientation of which are often measured directly 

at the time of exposure. 

 

 

2.4 Close Range Cameras 

 

A great variety of cameras are used for taking terrestrial photographs, and these may 

include: 

1. Hobby cameras, which are handheld. 

2. Phototheodolite: is a combination camera and theodolite mounted on a tripod used 

for taking terrestrial photographs. The theodolite, a surveying instrument which is 

used to measure angles, facilitates aligning the camera in a desired or known 

azimuth and measuring its position and elevation. Figure (2-1) shows a terrestrial 

photograph taken with a camera of the type phototheodolite shown in Fig. (2-2). 

3. ballistic camera : These large cameras were mounted at selected ground stations 

and used to obtain photographs of orbiting artificial satellites against a star 

background. The photographs were analyzed to calculate satellite trajectories; the 

size, shape, and gravity of the earth; and the precise positions of the camera 

stations. This procedure utilized precisely known camera constants, together with 

the known positions of the background stars at the instants of exposure. Ballistic 

cameras played an essential role in establishing a worldwide network of control 

points and in accurately determining the relative positions of the continents, 
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remote ocean islands, etc. Use of ballistic cameras for this purpose has been made 

obsolete by the Global Positioning System (GPS), a network of transmitting 

satellites and ground based receivers which enables extremely accurate positions 

to be determined anywhere on or near the earth as shown in figure (2-3). 

 

 

Figure (2 - 1) terrestrial photograph . [9] 

 

Figure (2 - 2) phototheodolite . [10] 
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Figure (2 - 3) Ballistic camera . [11] 

 

 

2.5 Aerial Photography 

 

commonly classified as either vertical or oblique. Vertical photos are taken with the 

camera axis directed as nearly vertically as possible. If the camera axis were perfectly 

vertical when an exposure was made, the photographic plane would be parallel to the 

datum plane and the resulting photograph would be termed truly vertical. In practice, the 

camera axis is rarely held perfectly vertical due to unavoidable aircraft tilts. When the 

camera axis is unintentionally tilted slightly from vertical, the resulting photograph is 

called a tilted photograph. These unintentional tilts are usually less than 1° and seldom 

more than 3°. For many practical applications, simplified procedures suitable for 

analyzing truly vertical photos may also be used for tilted photos without serious 

consequence. Precise photogrammetric instruments and procedures have been developed, 

however, that make it possible to rigorously account for tilt with no loss of accuracy. 

Figure (2-4) shows an aerial camera with its electric control mechanism.  
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Oblique aerial photographs are exposed with the camera axis intentionally tilted 

away from vertical. A high oblique photograph includes the horizon, a low oblique does 

not. Figure (2-5) illustrates the orientation' of the camera for vertical, low oblique, and 

high oblique photography and also shows how a square grid of ground lines would appear 

in each of these types' of photographs.  

 

 

 

Figure (2 - 4) Aerial camera, with electronic and aircraft mountings. [12] 
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Figure (2 - 5) Camera orientation for various types of aerial photographs . [1] 

 

2.6 Fields Of Photogrammetry 

 

 Earliest applications of photogrammetry were in topographic mapping, and today 

that use is still the most common of photogrammetric activities. 

 

 Two newer photogrammetric products, orthophotos, and digital elevation models. 

(DEMs), are now often used in combination to replace traditional topographic maps as 

shown in figure (2-6). An orthophoto, is an aerial photograph that has been modified so 

that its scale is uniform throughout, as shown in figure (2-7). Thus orthophotos are 

equivalent to planimetric maps, but unlike planimetric maps which show features by 

means of lines and symbols, orthophotos show the actual images of features. For this 

reason they are more easily interpreted than planimetric maps, and hence are preferred by 

many users.  
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Figure (2 - 6) Digital elevation models . [12] 

 

               

Figure (2 - 7) Ortho map 

 

Photogrammetry has become an exceptionally valuable tool in land surveying. To 

mention just a few uses in the field, aerial photos can be used as rough base maps for 
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relocating existing property boundaries as shown in figure (2-8). If the point of beginning 

or any comers can be located with respect to ground features that can be identified on the 

photo, the entire parcel can be plotted on the photo from the property description. All 

corners can then be located on the photo in relation to identifiable ground features which, 

when located in the field, greatly assist in finding the actual property corners. 

 

 

Figure (2 - 8) Base map . [15] 

 

Aerial photos can also be used in planning ground surveys. Through stereoscopic 

viewing with 3D glasses as shown in figure (2-9), the area can be studied in three 

dimensions. Access routes to remote areas can be identified and surveying lines of least 

resistance through difficult terrain or forests can be found. The photogrammetrist can 

prepare a map of an area without actually setting foot on the ground an advantage which 

circumvents problems of gaining access to private land for ground surveys. 
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Figure (2 - 9) 3D glass for stereoscopic viewing . [13] 

Many areas outside of engineering have also benefitted from photogrammetry. 

Nonengineering applications include the preparation of tax maps, soil maps, forest maps, 

geologic maps, and maps for city and regional planning and zoning. Photogrammetry is 

used in the fields of astronomy, architecture, archaeology, geomorphology, 

oceanography, hydrology and water resources, conservation, ecology, and mineralogy. 

 

Photogrammetry has been used successfully in traffic management and in traffic 

accident investigations. One advantage of its use in the latter area is that photographs 

overlook nothing that may be needed later to reconstruct the accident, and it is possible to 

restore normal traffic flow quickly. 

 

Even in the field of medicine and dentistry, measurements from X-ray and other 

photographs and Images have been useful in diagnosis and treatment as shown in figure 

(2-10). 
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Figure (2 - 10) X-ray photo . [14] 
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3.1 Introduction 

Terrestrial photogrammetry is an important branch of the science of photogrammetry. 

It deals with photographs taken with cameras located on the surface of  the earth. The 

cameras may be handheld, mounted on tripods, or suspended from towers or other 

specially designed mounts. The term close range photogrammetry is generally used for 

terrestrial photographs having object distances up to 300m. With terrestrial photography, 

the cameras are usually accessible. So that, direct measurements can be made to obtain 

exposure station positions similar to airborne GPS control with aerial photography. With 

some terrestrial cameras, angular orientation can also be measured or set to fixed values, 

(camera position and tilt angles), so that all elements of exterior orientation of a terrestrial 

photo are commonly known and do not need be calculated. These exterior orientation 

parameters are the source of control for the terrestrial photos, which replace in whole or 

in part the necessity for locating control points in the object space on the photographs. 

Terrestrial photography may be static (photos of stationary objects) or dynamic 

(photos of moving objects). For static photography, slow, fine-grained, high resolution 

films or digital sensors may be used and the pictures taken with long exposure times. 

Stereopairs can be obtained by using a single camera and making exposures at both ends 

of a baseline. In taking dynamic terrestrial photos, fast films or digital sensors to be used 

with rapid shutter speeds. If Stereopairs of dynamic occurrences are required, two 

cameras located at the ends of a baseline must make simultaneous exposures, which 

requires time synchronization capabilities.   

 

3.2 Terrestrial Cameras 

 

A variety of cameras are used in terrestrial photography. All fall into one of two 

general classifications:  

 Metric cameras: for photogrammetric applications. They have fiducial marks in 

case of analog cameras. They are completely calibrated before their use. Their 



CAHAPTER Three                                                                                   Close Range Photogrammetry 
 

 
 

 
19 

 

calibration values for focal length, principal- point coordinates, and lens 

distortions can be applied with confidence over long periods. 

 Non-metric cameras: manufactured for amateur or professional photograph) 

where pictorial quality is important but geometric accuracy requirements are 

generally not considered paramount. 

 

A phototheodolite is an instrument that incorporates a metric camera with a 

surveyor’s theodolite. With this instrument, precise establishment of the direction of the 

optical axis can be made as shown in Figure (3 - 1). 

A stereometric camera system consists of two identical metric cameras which are 

mounted at the ends of a bar of known length. The optical axes of the cameras are 

oriented perpendicular to the bar and parallel with each other. The length of the bar 

provides a known baseline length between the cameras, which is important for 

controlling scale as shown in Figure (3 - 2). 

 

 

Figure (3 - 1)  phototheodolite . [2] 



CAHAPTER Three                                                                                   Close Range Photogrammetry 
 

 
 

 
20 

 

 

Figure (3 - 2)  stereometric camera system . [2]. 

 

3.3 Horizontal  and Oblique Terrestrial Photos 

 

Terrestrial photos may be classified according to their inclination from the horizontal 

axis into horizontal or oblique. This classification defines the orientation of the camera 

axis at the time of the photography. 

 

3.3.1 Horizontal terrestrial photos: if the camera axis is horizontal when the 

exposure is made. The plane of the photo is vertical. So if metric camera is used 

the x-axis is horizontal and the y-axis is vertical, as shown in figure (3-3). 

3.3.2 Oblique terrestrial photo: the camera axis is inclined either up or down in 

an angle θ from horizontal. If θ is upward is called elevation angle. If its 

downward it called depressing angle as shown in figure (3-4).  
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Figure (3 - 3) Camera axis . [1] 

 

 

Figure (3 - 4) Horizontal and vertical angels from measurements on an oblique terrestrial photo . [1] 

 

3.4 Camera Inclination 

 

Determining the angle of inclination of the camera axis of a terrestrial photo is 

defined based on the following three basic principles of perspective geometry as shown 

in figure (3-5): 

1. Horizontal parallel lines intersect at a vanishing point on the horizon v. 

2. Vertical parallel lines intersect at the nadir  (or zenith) n. 
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3. The line from n through the principal point o intersects the horizon at a right 

angle at point k. 

 

 

Figure (3 - 5) Location of horizon and nadir on an oblique photograph . [1] 

 

The photo coordinates system can be established as shown in figure (3-6) , where: 

1. The origin is k. 

2. The x-axis is positive in the right side of the origin in the horizon line  

(     as shown in figure (3-5)) 

3. The y-axis is positive perpendicularly to x-axis upwards passing through the principle 

point o and the origin k. 
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Figure (3 - 6) oblique photo coordinate axis system . [1] 

 

There are two ways to determine the depression angle, the first way is reading: 

 

        
 ̥

 
         (3.1) 

  ̥             (3.2) 

The angle θ is depression angle, if  ̥     is negative in figure (3-6), else it is an 

elevation angle. 

 

The second way to determine the depression angle, is using the angle t in figure (3-6), 

where t reads: 

        (
  

 
)       (3.3) 

Then, the depression angle is given by 

                (3.4) 

If   is elevation angle, the   reads 

             (
  

 
)      (3.5) 
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3.5 Measuring Horizontal and Vertical Angles 

 

Horizontal angle α between the vertical planes, (La’a) as shown in the figure (3-7) , 

containing image point a and the vertical plane, (Lko), containing the camera axis is: 

 

Figure (3 - 7) Horizontal and vertical angels from measurements on an oblique terrestrial photo . [1] 

 

          (
  

               
)     (3.6) 

 

α is positive if it is clockwise, and negative if it is counter clockwise. 

Vertical angle a β to image point a , as shown in figure (3-8) can be calculated from the 

following equation: 

 

           (
   

   
)   (3.7a) 

                          (3.7b) 

 

         [
   

             
]      (3.7c)  

         [
       

                       
]                            (3.7d) 

 



CAHAPTER Three                                                                                   Close Range Photogrammetry 
 

 
 

 
25 

 

 

Figure (3 - 8) Determining elevation of camera station of terrestrial photo by using one vertical control point . [1] 

 

3.6 Camera axis and exposure station position 

 

The method as explained in figure (3-9)  is called three point resection, which is used 

to determine the exposure station position. 

 

 

Figure (3 - 9) Graphical three point resection to locate exposure station and direction of optical axis . [1] 

 

The following steps are done to find the exposure position: 

1. Three known points horizontal positions (A,B,C) drawn to scale on a map plate. 
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2. θ has to be known. 

3. The angles between the three points have to be calculated. 

4. Graphical three-point resection procedure, using transparent template containing 

the three rays and the camera axis. 

5. The template is placed on the base map and adjusted in position and rotation until 

the three rays simultaneously pass through their respective plotted control points. 

6. the position of L is fixed according to the map coordinates system. 

By another method, the position of L can be calculated resection problem numerically, as 

in surveying. The elevation of the exposure station is the height of the camera lens above 

the datum. Assume that the position and elevation of point A are known as shown in 

figure(3-8). And (a β) is calculated as follows: 

 

                              (3.8) 

 

 

3.7 Calculation of points position 

If images of an object point appear in two or more oblique photos, the position and 

elevation of the point can readily be determined, provided the camera positions and 

directions of the optical axis are known. Figure (3-10) illustrates two oblique photos 

taken from exposure stations L and L' . And Figure (3-11) show Plan view of intersection 

from two oblique terrestrial photos. 
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Figure (3 - 10) Locating points by intersection from two oblique terrestrial photos . [1] 

 

 

 

Figure (3 - 11) Plan view of intersection from two oblique terrestrial photos . [1] 
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δ and δ ′ can be determined by three points resection. 

α ,α ′ ,β ,and a β ′ can be calculated as explained before. 

Then the position of a point A is calculated as follows: 

 

          
        (3.9) 

                      (3.10) 

    
       

            (3.11) 

     
      

            (3.12) 

                (3.13) 

                 (3.14) 

                      (3.15) 

                    (3.16) 

                        (3.17) 

                    (3.18) 

                  
        (3.19) 

  
      

        
        (3.20) 

 

 

3.8 Analytical solution for close range photogrammetry 

The analytical solution for close range photogrammetry can be applied using the same 

methods in aerial photogrammetry, and this need the following steps: 

1. Interior orientation using affine coordinates transformations, we get xy 

coordinates in the fiducial coordinates system. 

2. Relative Orientation using collinearity equations, we get model coordinates. 

3. Absolute Orientation using 3D conformal coordinates transformations to get the 

ground coordinates East, North and Elevations (E,N,H) 
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It must be noted that: in the relative orientation, the X-axis is in the base between the 

exposure stations. And the Z-axis is the line Vertical to the image plane. The Y-axis is 

perpendicular to the XZ-plane, positive upwards. See figure (3-12). 

 

 

Figure (3 - 12) . [1] 
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4.1 Introduction 

There are a lot of applications in close range photogrammetry that used in all 

fields of life close range photogrammetry can be used instead of using traditional 

methods of survey in some areas. Here, we introduce some applications of close 

range photogrammetry specify accident reconstruction, crime  scene, structural 

analysis, volume computing,  facial recognition, and documentation of cultural ( 

Fatih Mosque): 

 

 

4.2 Accident reconstruction 

 

The aim of traffic accident reconstruction (AR) is, as the name implies, to reconstruct 

motor vehicle collision scenes. Whether the final requirements of the AR process are to 

assist in calculations (such as vehicle speed), to analyze the dynamics of the collision 

event(s) , as shown in figure (4-1). 

 

For most scenes, it’s a low-cost, fast and accurate method of permanently archiving & 

mapping critical scene evidence in 3D. Improves safety, less time on road, Easy to use 

(the photogrammetry software does all the ‘math’ automatically) 

 

 

Figure (4 - 1) Analyze the dynamics of the collision event .  [3] 
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4.3 Crime  Scene 

 

The aim of crime scene measurement is to reconstruct the real-world incident into a 

scaled diagram, represented as a 3-D model used for visualization and animation. 

Whether final requirements of the measurements are to assist in the determination of a 

suspect’s location, bullet trajectory, blood spatter, weapons location, drugs, or a myriad 

of other criminal factors, the initial step is to accurately characterize the dimensions of 

the incident scene. The comprehensiveness of the model required can vary depending 

upon the use of the ‘mapping’ data produced. For example, in the case of measuring a 

crime scene involving bullet trajectory, the bullet path may have traveled through two or 

more adjacent rooms, and an accurate 3-D model is beneficial in order to document the 

precise bullet flight path through the rooms. The ability to use non-contact measurement 

methods is highly attractive when combining the recording of e.g., bullet trajectory, blood 

spatter, blood pool areas and other bio-hazard conditions - (such as the documentation 

and recording of meth labs). Conversely, in some crime scenes, a simple measurement of 

evidence using more traditional measurement approaches may suffice for the needs of the 

investigator’s diagram. 

 

It is called “Close-Range Photogrammetry.” With this technology, 3D measurements 

can be extrapolated from 2D digital camera images acquired from various angles at the 

scene. In such cases, a digital camera can be used to quickly capture the necessary scene 

details and evidence. Later, a skilled person can calculate measurements based on the 

scene’s digital images , as shown in figure (4-2). 
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Figure (4 - 2)  Example of images of crime scene .  [4] 

 

4.4 Structural Analysis 

 

Dimensional surveys of structural features are generally required to document 

existing conditions for engineering analysis and planning. Traditionally, survey crews 

obtain measurements using conventional equipment and methods, which involve 

physically placing measurement devices on every key feature. Safety was also a critical 

issue - traditional methodology dictated that a person climb upon each of the four 

suspension cables to the two bridge towers. Use  digital close-range photogrammetry to 

measure structural features with high accuracy, increased safety, and minimal impact on 

traffic flow. 

 

Photogrammetric techniques, measuring objects from photographs, have been utilized 

since the late 1800s. Close-range photogrammetry is a technique for accurately 
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measuring objects directly from photographs or digital images captured with a camera at 

close range. Multiple, overlapping images taken from different perspectives, produces 

measurements that can be used to create accurate as-built 3D models. Knowing the 

position of camera is not necessary because the geometry of the object is established 

directly from the images.  

 

Compared to traditional surveying methods, this measurement approach was efficient 

and rapid, significantly reducing the time required to collect data in the field. 

Measurements collected in less than three days in the field would have taken 10 days in a 

conventional survey. Second, it was considerably safer. Third, the method was non-

intrusive, creating minimal impact on traffic flow. Finally, the process produced a 

comprehensive visual record of existing site conditions from which any identifiable 

features can be measured or geometrically assessed at a later date. The same process can 

be used to obtain dimensional measurements efficiently on inaccessible structures such as 

tunnels and dams, and large or complex facilities such as refineries or water treatment 

plants. The acquired data is infinite and the cost savings substantial, as shown in figure 

(4-3). 
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Figure (4 - 3) Close-Range Photogrammetric Measurement for Structural Analysis . [5] 

 

4.5 Volume Computing 

     The purpose of introducing close range photogrammetry method in excavated volume 

estimation is to increase efficiencies of the estimation processes as well as the reliability 

of the result. A study is to be done in laboratory to investigate the applicability of the 

photogrammetry in estimating the excavated volume of soil or rock slope using a 

physical model. The physical model assembles the actual slope condition. 

Photogrammetry procedures were set up to determine the volume of the excavated 

materials. Then, a simple verification test is done to verify the result using close-range 

photogrammetry. Comparison between close-range photogrammetry and conventional 

methods will also be discussed to prove that close-range photogrammetry can be used as 

one of the reliable methods in estimation of excavated materials. 
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     Volume calculation and estimation in rock mass serves a wide range of purposes. One 

of the main purposes is to obtain the quantities of excavation, and filling as well as other 

earthworks activities. This quantity will be later included into  a schedule or bill of 

quantities which is to be stated in the contract. The volume  obtained will also be 

reviewed for the purpose of payment at the later stage of the  project. Early 

acknowledgement of the volume of excavation at a proposed site will  also help engineers 

and project manager to proceed with designing works, such as  determining suitable 

formation levels. Thus, estimating overall embankments or excavation required for the 

site. 

     The study area is a sand heap Figure (4-4). A truck was used to calculate volume of 

the sand. 

Because dimensions of the truck can be measure easily. The shape of the truck is 

rectangular 

prism. Width, length and height are sufficient to volume calculation. Volume of the truck 

body 

has been calculated as 17.4375 m
3
 sand excavated and loaded to the truck. 5 truck sand 

have 

been excavated. The compression ratio of the sand has been calculated as %10. 78.4688 

m
3
 

sand have been excavated of the study area. 

 

     Control targets have been placed before the excavation of study area Figure (4-4) 

Local 3 dimensional coordinates have been measured using a electronic reflector less 

total station. Photographs of the excavation area have been taken by digital camera. Later, 

5 truck body sand have been excavated and converged. Control targets have been placed 

again Figure (4-5) coordinates of the targets have been measured after the excavation. 

Photographs of the excavation area have been taken again after the excavation. Control 

target coordinates and photographs have been transferred to the software. 

Photogrammetric evaluations have been completed. 616 field points have been measured 

for the non-excavated area. 569 field points have been measured after the excavation 
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Obtained coordinate values transferred to the surfer software. Volume of the excavation 

has been calculated from two surface differences as 74.972 m
3
. 

 

 

                    Figure (4 - 4) Study area . [6]                                                             Figure (4 - 5)   Post Excavation . [6] 

 

 

4.6 Facial Recognition 

close range photogrammetry with overlapping photographs were used to create a 

three dimensional model of human face where coordinates of selected object points were 

extracted  and used to calculate five different geometric quantities that been used as 

biometric authentication for uniquely recognizing humans. Then , the probabilistic neural 

networks, with their remarkable ability to derive meaning from complicated or imprecise 

data, utilize the extracted geometric quantities to find patterns and detect trends that are 

too complex to be noticed by either humans or other computer techniques. Quantifiable 

dimensions that based on geometric attributes rather than radiometric characteristics has 

been successfully extracted using close range photogrammetry. the Probabilistic Neural 

Network (PNN) as a kind from radial basis network group has been used to specify a 

geometrics parameters for face recognition where the designed recognition method is not 

effected by face gesture or color and has lower cost compared with other techniques. 
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This method is reliable and flexible with respect to the level of detail that describe the 

human surface. Experimental results using real data proved the feasibility and the quality 

of the suggested approach. 

 

Tacking multiple Stereo images all-around the object (human Face) with overlapping 

ranges from 75-100%. For each object six images has been captured. Three positions of 

the camera were adopted with almost the same distant between the camera and the object. 

First position directly in front of the target, the second and third position at angle 

approximately 45 degree at the right and left direction, Figure (2-6). Two images were 

taken from each position (portrait and landscape). 
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Figure (4 - 6) Image capturing based on three different positions . [7] 

Marking and referencing: This stage includes measuring the interest point 

(marking) and referencing as well as implementation of bundle adjustment model to 

extract the three dimensional coordinates of conjugate points. The photogrammetric 

process starts with marking that tend to place and identify the required points on the face 

picture. Figure  (2-7)  shows the interest points on the face target which consist of: 

· Eye terminal-points 

· Upper middle sections of eye sockets 

· Nose-top point 

· Mouth terminal-points 

· Lower chin point 

 

 

 

 

 

 

 

 

 

 

Figure (4 - 7) Interest points of the face … [7] 
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The relative orientation can be performed by measuring at least five tie points in each 

stereo-pair. In this work seven points were selected as shown in Figure (2-7). it has to be 

clear that exact points would increase the accuracy and enhance the solutions as the 

number used to solve unknown parameters in the least squire adjustment increase. It has 

to mentioned that the 3D coordinates of the mentioned tie points (1, 2, 3, 4, 7) would 

allow for extracting relational attribute of the face rather than radiometric attributes. 

Recognition that rely on geometric attributes does not affected by the face gesture (sad, 

happy…), motion of purple, motion of face itself, the color of skin (color of skin vary for 

the same person), existence or absence for sunglass, lenses, or any other face features that 

may change from time to time. 

 

4.7 Documentation of Cultural (Fatih Mosque) 
 

Conservation of historical buildings and constructions, being important parts of 

cultural heritage, determining the historical buildings facades is one of the main 

operations. Historical buildings are usually characterized by irregular geometry, very 

complex surface. In this context, close range photogrammetry is inevitable and has been 

used successfully for documentation of cultural heritage for many years. 

 

 Digital close range photogrammetry is currently an effective system providing both 

vector and raster data type. This method is also allowing metric-morphological 

reconstruction of cultural heritage. 
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5.1 Introduction 

Camera calibration has been applied in different photogrammetric application 

and methods for several decades. A general definition of calibration by the 

International Vocabulary of Basic and General Terms in Metrology (VIM) is “set of 

operations that establish, under specified conditions, the relationship between values of 

quantities indicated by a measuring instrument or measuring system, or values 

represented by a material measure or a reference material, and the corresponding 

values realized by standards”. 

Another definition, for photogrammetric camera calibration, was given as calibration 

is “the act and process of determining certain specific measurements in a camera or 

other instrument or device by comparison with a standard, for use in correcting or 

compensating errors for purposes of record”.  

After it’s production and before it’s use, aerial cameras must be carefully calibrated to 

determine precise and accurate values for a number of variables. These variables, 

generally referred to as the elements of interior orientation, are needed so that accurate 

spatial information can be determined precisely from photographs with correct geometry. 

In general, camera calibration methods may be classified into one of three basic 

categories:  

1. Laboratory methods. 

2. Field methods. 

3. Stellar methods.  

Of these, laboratory methods are most frequently utilized and are normally performed 

by either camera manufacturers or agencies of the federal government. In one particular 

method of laboratory calibration, which uses a multicollimator, as well as in the field and 

stellar procedures, the general approach consists of photographing an array of targets 

whose relative positions are accurately known. Elements of interior orientation are then 

determined by making precise measurements of the target images and comparing their 

actual image locations with the positions they should have occupied had the camera 
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produced a perfect perspective view. In another laboratory method, which employs a 

goniometer, direct measurements are made of projections through the camera lens of 

precisely positioned grid points located in the camera focal plane. Comparisons are then 

made with what the true projections should have been. 

 

5.2 Elements of Interior Orientation 

 

The elements of interior orientation which can be determined through camera 

calibration are: calibrated focal length (CFL), Symmetric radial lens distortion, 

Decentering lens distortion, Principal point location and Fiducial mark coordinates. 

 

5.2.1 Calibrated focal length (CFL): This is the focal length that produces an 

overall mean distribution of lens distortion. Actually this parameter would be 

better termed calibrated principal distance since it represents the distance from the 

rear nodal point of the lens to the principal point of the photograph. When aerial 

mapping cameras are manufactured, this distance is set to correspond to the 

optical focal length of the lens as nearly as possible, hence the more common, 

though somewhat misleading, term calibrated focal length. 

5.2.2 Symmetric radial lens distortion: This is the symmetric component of 

distortion that occurs along radial lines from the principal point. Although the 

amount may be negligible, this type of distortion is theoretically always present 

even If the lens system is perfectly manufactured to design specifications. 

Figure(5-1) shows a typical symmetric radial lens distortion pattern with 

magnitudes of distortion greatly exaggerated. Notice that distortion occurs in a 

direction inward toward, or outward from, the center of the image. 

5.2.3 Decentering lens distortion: This is the lens distortion that remains after 

compensation for symmetric radial lens distortion. Decentering distortion can be 

further broken down into asymmetric radial and tangential lens distortion 

components. These distortions are caused by imperfections in the manufacture 

and alignment of the lens system. Figure(5-2) shows a typical decentering 
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distortion pattern, again with the magnitudes greatly exaggerated. Figure(5-3) 

shows a typical pattern of combined symmetric radial and decentering distortion. 

 

 

Figure (5 - 1) Typical symmetric radial lens . [1] 

 

 

 

Figure (5 - 2) Typical decentering distortion . [1] 
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Figure (5 - 3) combined symmetric radial and decentering distortion . [1] 

 

5.2.4 Principal point location: This is specified by coordinates of the principal 

point given with respect to the x and y coordinates of the fiducial marks. 

Although it is the intent in camera manufacture to place the fiducial marks so that 

lines between opposite pairs intersect at the principal point, there is always some 

small deviation from this ideal condition. 

5.2.5 Fiducial mark coordinates: These are the x and y coordinates of the 

fiducial marks which provide the two-dimensional positional reference for the 

principal point as well as images on the photograph. 

 

5.3 Laboratory Methods of Camera Calibration 

 

Laboratory calibration is generally used only for metric cameras. The IO 

parameters are determined by goniometers, multicollimator. 

The multicollimator method consists of photographing, onto a glass plate, images 

projected through a number of individual collimators mounted in a precisely measured 

angular array. A single collimator consists of a lens with a cross mounted in its plane of 

infinite focus. Therefore, light rays carrying the image of the cross are projected through 

the collimator lens and emerge parallel. When these light rays are directed toward the 
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lens of an aerial camera, the cross will be perfectly imaged on the camera's focal plane 

because aerial cameras are focused for parallel light rays. One plane of collimators is 

illustrated in figure (5-4). The individual collimators are rigidly mounted so that the 

optical axes of adjacent collimators intersect at known measured angles. 

 

 

Figure (5 - 4) 13 collimators for camera calibration . [1] 

 

5.4 Stellar methods 

In the stellar method, a target array consisting of identifiable stars is photographed, 

and the instant of exposure is recorded. Right ascensions and declinations of the stars can 

be obtained from an ephemeris for the precise instant of exposure so that the angles 

subtended by the stars at the camera station become known. Then these are compared to 

the angles obtained from precise measurements of the imaged stars. A drawback of this 

method is that since the rays of light from the stars pass through the atmosphere, 

compensation must be made for atmospheric refraction. On the other hand, there will be a 

large number of stars distributed throughout the camera format, enabling a more precise 

determination of lens distortion parameters. 
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5.5 Field methods 

Field procedures require that. an array of targets be established and that their 

positions with respect to the camera station be measured precisely and accurately in three 

dimensions. This can be achieved conveniently using GPS methods. The targets are 

placed far enough from the camera station so that there is no noticeable image 

degradation. Recall that an aerial camera is fixed for infinite focus. In this configuration, 

the camera must be placed in a special apparatus such as a fixed tower, so that camera 

station coordinates are correctly related to target coordinates. This enables the CFL 

(Calibrated Focal Length) and principal point location to be determined as well as lens 

distortion parameters, even if the target configuration is essentially a two-dimensional 

plane. If the targets are well distributed in depth as well as laterally, accurate location of 

the camera is less important. 

 

5.6 Analytical Self Calibration 

Analytical self-calibration is a computational process wherein camera calibration 

parameters are included in the photogrammetric solution, generally in a combined 

interior, relative and absolute orientation. The process uses collinearity equations that 

have been augmented with additional terms to account for adjustment of the calibrated 

focal length, principal point offsets, and symmetric radial and decentering lens distortion. 

In addition, the equations might include corrections for atmospheric refraction. 

The common form of the augmented collinearity equations is given as: 
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Where           ,    = measured photo coordinates related to fiducials 

                     ,     = coordinates of the principal point 

                ,        = symmetric radial lens distortion coefficients 



CAHAPTER FIVE   CAMERA CALIBRATION 

 

 
48 

 

                        = decentering distortion coefficients 

                            = calibrated focal length 

                           = collinearity equation terms 
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Where                = rotational angles 
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5.7 Automatic Camera Calibration 

The implementation of an automatic camera calibration system should consist of two 

stages: 

1. Image processing: detecting targets, positioning target centers, and identify target 

numbers. 

2. Computation of self-calibration: initial value estimation and bundle adjustment. 

More than 50 artificial targets are generally needed for a camera calibration task. Due 

to their similarity, targets tend to be mismatched or misidentified among a set of images. 

For automatic target identification and for users being able to verify the results, coded 

targets are preferable to the implementation of automatic camera calibration. A coded 

target should meet the requirements below: 

1. Independence of location, rotation and scale. 

2. Precise and accurate center point determination. 

3. Detection and localization in any patterned image without initial values 

4. Short processing time 

5. Compact target size 

6. A low rate of manufacturing costs 

 

Self-calibration is an extension of the bundle adjustment. It simultaneously solves the 

calibration parameters and points coordinates in object space with the measurements of  a 

sufficient number of well-distributed points. Thus, the major  problem of automatic self-

calibration is how to estimate the initial value. Some research use additional equipments, 

such as the Inertial System (INS), to provide the position and the attitude of a camera. 

Some others use 3 object space control points and the closed-form space resection to 

estimate the initial values of orientation parameters. In this paper, the initial coordinates 

of targets are derived from the previous photogrammetric task, or simply measured by 

meters. 
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5.8 Computation Of Self Calibration 

 

Self-calibration technique does not require any object space control as a means of 

camera calibration. The observations of targets are used as the data required for both 

object points determination and for the determination of camera calibration parameters. 

The basic formulas of self-calibration are the collinearity equations with lens distortion 

and a series of additional parameters (APs), which can be written as: 
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Where         : the perspective center 

                       : the ith photograph 

                       : the principle point 

                       : the jth point 

 

In equation (1),    represents the radial distortion and △x, △y represent the 

decentering distortions. On the right side of the equation,   
 ,   

 
 are the principle distances 

form the image respect to x and y. These two factors are usually simplified as a common 

value  . The terms    ,    ,…,     are elements of the rotation matrix, which consists 

of three 

rotation angle: ω, φ, κ. The last terms      and      are additional parameters 

modeled with polynomials. The purpose of the camera calibration is to solve the interior 

orientation elements: xp, yp,   , lens distortion parameters  r, △x, △y; and the additional 

parameters     ,     . In self-calibration, orientation parameters (m11, m12… m33) and 

observed points ground coordinates (  ,   ,   ) are solved simultaneously. However, the 

collinearity equations are nonlinear, so that the Newton-Raphson approach of least 

squares adjustment is used to solve the unknowns, which is an iteration approach. 
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5.9 Test Field 

The test field applied for the experiments as shown in figure (5-5) is a three 

dimensional control field. There are 29 targets fixed on the aluminum rods hung on the 

ceiling or on the walls. The object coordinates of the targets were measured using Wild 

P32 metric camera. Six photographs were taken to form a solid intersection block. The 

distribution of exposure stations is shown in figure (5-6). Station 1 and 4 are on the same 

position but in different heights, so do the station pairs of (2, 5) and (3, 6). The image 

coordinates of the targets were measured using an analytical plotter. 

 

 

Figure (5 - 5) The test field . [8] 

      

Figure (5 - 6) The distribution of exposure stations . [8] 



CAHAPTER FIVE   CAMERA CALIBRATION 

 

 
52 

 

5.10 Zoom Dependent Camera Calibration 

A recently developed process, titled zoom-dependent (Z-D) calibration, removes the 

necessity for the zoom setting to be fixed during the image capture process. 

Implementation of Z-D calibration requires that the camera be pre-calibrated at four or 

more focal settings within the zoom range, nominally at shortest and longest focal 

lengths, and at two mid-zoom settings. This requirement, coupled with issues of data 

management in carrying different focal settings for potentially every image within a 

bundle adjustment, has largely accounted for the reason that Z-D calibration has not 

previously been implemented within COTS software for close-range photogrammetry. 

 

Cameras employed for photogrammetric measurement have traditionally utilised 

unifocal lenses where, for a give focus setting, a fixed camera model can be applied. The 

parameters of this model are well-known: the principal distance, principal point offsets 

and coefficients of radial and decentring distortion. These parameters are physically 

interpretable and can fully describe the metric behavior of a camera/lens combination at a 

specified focal setting to an accuracy of 0.1 pixel and better. In close-range 

photogrammetry, the recovery of camera parameters is nowadays generally performed 

via the self calibrating bundle adjustment. 

 

5.11 Z-D Calibration Model 

 

A practical, empirically derived adjustable camera model that characterises the 

variation of calibration parameters with zoom settings is the following: 

 

           
(  )   (    

(  ))  
(  )       (5.20) 

 

           
(  )   (    

(  ))  
(  )      (5.21) 

 

Here, x and y are the measured image coordinates,       and       the corrected 

coordinates and r the radial distance. The Z-D calibration parameters for principal 
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distance ci are the principal point offsets,   
(  )  and    

(  ) , and    
(  ) the coefficient for the 

cubic radial lens distortion function. 

 

The individual Z-D calibration parameters are obtained as follows: 

 

1. Principal distance:                             

2. Principal point offsets:        
(  )             

3. Radial lens distortion:        
(  )           
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6.1  Introduction 

In this chapter, the results introduced of the field work. Mobile phone cameras 

are used to apply 3D models for close range objects. Several experiments on a 3D 

model were applied using set of mobile phones cameras from different manufactures 

and specifications. 

 

6.2  Used Software 

Different free software was used to make 3D models. These software are 

available online in internet to be freely downloaded. The software that were tested in 

this project are: Iinsight3D, Agisoft Stereoscan, 123D Catch, Meshlab and Agisoft 

Lenz.  

 

6.2.1  Insight3d 

 

Iinsight3d lets you create 3D models from a group of photographs. A series of photos 

of a real scene are used (e.g., of a building). It automatically matches them, then 

calculates positions in space from which each photo has been taken (plus camera's optical 

parameters) along with a 3D point cloud of the scene. Then insight3d's can be used as 

modeling tool to create textured polygonal model. It is a free open source application. 

Versions for both Linux and Windows operating systems are available on project's 

website. Figure (6-1) shows the main interface of the program. [15] 

A series of photos to cover the whole scene you want to reconstruct. Several 

important rules should be remembered as recommended by the software developers:- 

 The photos should be focused (not blurred). 

 There should be large overlaps between neighboring photos up to 80%.  

 There should be only limited angle difference between subsequent photos. When 

moving around an object. Photo should be every 15-25 degrees.  

 Do not crop the images. 
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Insight3d can automatically determine all exterior orientation (                 

parameters of the cameras used to acquire the photos (like their orientations in space or 

focal lengths) without having initial approximation matching about them. This is done in 

two steps:  

 First the photos are matched. The application looks at each image, finds group of 

points in it Then tries to track these points on other photos using automatic 

matching techniques. 

 The photos are then calibrated as discussed in chapter 5. This means that the 

positions of the camera and its other parameters including radial and tangential 

distortions when taking each picture are calculated from these tracked points. [15] 

 

 

Figure (6 - 1) the main interface of Insight 3D 

 

6.2.2  AgiSoft StereoScan 

 

AgiSoft StereoScan is an easy to use 3D modeling tool for automatic generation of 

textured 3D models from individual stereopairs. The stereopairs are not required to be 

calibrated or aligned. The photos can be captured by hand from any generic positions. 
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Based on the photogrammetric, Stereoscan automatically calibrates the cameras, 

including camera positions and lens distortions. [16] As shown in figure (6-2). 

 

 

Figure (6 - 2) 3D model using Samsung Galaxy S4 in Agisoft StereoScan 

 

6.2.3  123d catch 

 

 
Autodesk 123D is a suite of hobbyist CAD and 3D modeling tools created by 

Autodesk. As well as the more basic drawing and modeling capabilities it also has 

assembly and constraint support of different export formats. Available for the software is 

also a library of ready-made blocks and objects as shown in figure (6-3). 

Autodesk is also working in collaboration with three companies 

(Ponoko, Techshop and 3D Systems) to enable users of 123D to create physical objects 

from their designs using 3D printing technology. It is currently in freely downloadable 

with possibility of premium membership which enables more capabilities [17]. 

Cameras are used capture the people, places and things everywhere as amazingly 

realistic 3D experiences. Automatically, these are transformed into interactive 3D models 

http://en.wikipedia.org/wiki/Computer-aided_design
http://en.wikipedia.org/wiki/3D_modelling
http://en.wikipedia.org/wiki/Ponoko
http://en.wikipedia.org/wiki/Techshop
http://en.wikipedia.org/wiki/3D_Systems
http://en.wikipedia.org/wiki/3D_printing
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that can be shared with friends, family, and an ever growing community of 3D 

photographers.  

 3D models can be exported in a variety of formats from the 123D online 

community or in locally in the PC to be used by other software for use in other 3D 

tools and projects. 

 

Figure (6 - 3) the main interface of 123D Catch.. [18] 

 

6.2.4  Meshlab 
 

An advanced 3D meshes processing software system, which is well known in the 

more technical fields of 3D development and data handling. Meshlab is a free and open-

source software. Meshlab is subjected to the requirements of the GNU General Public 

License(GPL). 

 

Meshlab is developed by the ISTI - CNR research center initially, Meshlab was 

created as a course assignment at the University of Pisa in late 2005. It is an open-source 

general-purpose system aimed at the processing of the typical not-so-small unstructured 

3D models that arise in the 3D scanning pipeline [18]. See figure (6-4). 

http://en.wikipedia.org/wiki/Geometry_processing
http://en.wikipedia.org/wiki/Free_and_open-source_software
http://en.wikipedia.org/wiki/Free_and_open-source_software
http://en.wikipedia.org/wiki/GNU_General_Public_License
http://en.wikipedia.org/wiki/GNU_General_Public_License
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Figure (6 - 4) the main interface of meshlab 

 

6.2.5  Agisoft Lenz 

 

Figure (6-5) show us the main interface of Agisoft. Agisoft Lens is automatic lens 

calibration software, which uses LCD screen as a calibration target. It supports estimation 

of the full camera calibration matrix, including non-linear distortion coefficients. 

Estimated calibration parameters can be saved in human readable file format for 

subsequent use in the software, where precise camera calibration data is required [19]. 

Agisoft Lens estimates the following camera calibration parameters: 

• fx, fy - focal length 

• cx, cy - principal point coordinates 

• K1, K2, K3, P1, P2 - radial distortion coefficients, using Brown's distortion model 

 

To capture photos of the calibration pattern: 

1. Select Show chessboard command from the Tools menu to display the calibration 

pattern or press toolbar button, to open a window as shown in figure (6-6). 
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2. Capture a series of photos of the displayed calibration pattern with your camera 

from slightly different angles, according to the guidelines, outlined below. 

Minimum number of photos for a given focal length is 3. 

3. If you are calibrating zoom lens, change the focal length of your lens and repeat 

step 2 for other focal length settings. 

4. Click anywhere on the calibration pattern or press Escape button to return to the 

program. 

5. Upload the captured photos to the computer. 

 

 

Figure (6 - 5) Chessboard 

 

When capturing photos of the calibration pattern, try to fulfill the following guidlines: 

 Make sure that the focal length keeps constant throughout the session (in case of 

zoom lens). 

 Avoid glare on the photos. Move the light sources away if required. 

 Preferably, the whole area of the photos should be covered by calibration pattern. 

Move the camera closer to the LCD screen if required. 
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Figure (6 - 6) the main interface of Agisoft Lenz 

 

6.3  Used Hardware 

 

Different mobile phones were used in order to make a comparison of different 

cameras with different specifications and resolutions. Nokia X3, I phone 4G, I phone 5S 

and Samsung Galaxy S4 were used in this project. 

 

6.3.1  Nokia X3 

 

As shown in table (6-1), the major properties of Nokia X3 phone are given. Figure (6-

7) shows Nokia X3 mobile phone. 
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Table (6 - 1) Nokia X3 Properties . [20] 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (6 - 7) Nokia X3 

 

 

 

 

 

Phone Size Dimensions 96 x 49.3 x 14.1 mm, 65.8 cc (3.78 x 1.94 x 0.56 in) 

 Weight 103 grams 

DISPLAY Type TFT, 256K colors 

 Size 2.2 inches (~182 ppi pixel density) 

 Resolution 240 x 320 pixels 

DATA GPRS Class 32 

 EDGE Class 32, 296 / 178.8 kbits 

 Bluetooth Yes, v2.1 with A2DP 

CAMERA Primary 3.2 MP, 2048 x 1536 pixels, enhanced fixed focus 

 Video Yes, QCIF@15fps 

 Secondary No 
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6.3.2  I phone 4G 
 

As shown in table (6-2), the major properties of I phone 4G phone are given. Figure 

(6-8) shows I phone 4G mobile phone. 

 

Table (6 - 2) I phone 4G Properties . [21] 

Phone Size Dimensions 115.2 x 58.6 x 9.3 mm 

  Weight 135 grams 

DISPLAY Type LED-backlit IPS TFT, 16M colors 

  Size 3.5 inches 

  Resolution 640 x 960 pixels 

CAMERA Primary 5 MP, 2592 x 1944 pixels 

  Video HD, 720p@30fps 

  Features LED flash, Autofocus, Geo-tagging, touch focus, LED video light 

  Secondary VGA, Video calling over Wi-Fi only 

Software OS ios 4 

  Processor 1 GHz ARM Cortex-A8 processor, PowerVR SGX535GPU, Apple A4 chipset 

  RAM 512 MB RAM 

 

 

 

Figure (6 - 8) I phone 4G 
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6.3.3  I phone 5S 

 

 

As shown in table (6-3), the major properties of I phone 5S phone are given. Figure 

(6-9) shows I phone 5S mobile phone. 

Table (6 - 3) I phone 5S Properties. [22] 

Phone Size Dimensions 123.8 x 58.6 x 7.6 mm (4.87 x 2.31 x 0.30 in) 

  Weight 112 grams 

DISPLAY Type LED-backlit IPS LCD, capacitive touchscreen, 16M colors 

  Size 4.0 inches (~326 ppi pixel density) 

  Resolution 640 x 1136 pixels 

CAMERA Primary 8 MP, 3264 x 2448 pixels, autofocus, dual-LED (dual tone) flash 

  Video Yes, 1080p@30fps, 720p@120fps, video stabilization 

  Features 1/3'' sensor size, 1.5 µm pixel size, simultaneous HD video and image recording, 
touch focus, geo-tagging, face detection, HDR panorama, HDR photo 

  Secondary Yes, 1.2 MP, 720p@30fps, face detection, FaceTime over Wi-Fi or Cellular 

FEATURES OS iOS 7, upgradable to iOS 7.1 

  CPU Dual-core 1.3 GHz Cyclone (ARM v8-based) 

  GPU PowerVR G6430 (quad-core graphics) 

 

 

 

Figure (6 - 9) I phone 5S 
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6.4  Camera Calibration 

 

As described in chapter 5 about camera calibration. The calibration elements were 

found in this project automatically by using Agisoft Lenz. The parameters that were 

calculated for each mobile phone camera are shown in figures (6-10), (6-11) and (6-12). 

The principle of it described in chapter (6.2.5). Agisoft Lens estimates the following 

camera calibration parameters: 

• fx, fy - focal length 

• cx, cy - principal point coordinates 

• K1, K2, K3, P1, P2 - radial distortion coefficients, using Brown's distortion model 

 

 

Figure (6 - 10) Camera Calibration for Nokia X3 mobile phone 
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Figure (6 - 11) Camera Calibration for I phone 4G mobile phone 

 

 

Figure (6 - 12) Camera Calibration for I phone 5S mobile phone 
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Figure (6 - 13) Camera Calibration for Samsung Galaxy S4 mobile phone 

 

6.5  Results 

 

Four different models were used for testing in this project, in order to make a 

comparison with different mobile phone with different cameras resolution, as described 

in chapter (6.3). The models and their results are described in the following sections. The 

reference distance were measured in the real objects using a caliber with accuracy of ± 

0.05 mm, the same point are measured on the 3D model on meshlab software. 

 

6.5.1  Model #1 

 

A 3D model can build by the students of Architectural engineering at the Palestine 

Polytechnic University. This model consists of a two-story residential building as shown 

in figure (6-14). The results of the modeling of this object are discussed in the chapter 

(6.5.1.1-6.5.1.3). 
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Figure (6 - 14) Model #1 

 

 

6.5.1.1  Nokia X3 

 

After capturing pictures of model #1 from all sides by Nokia X3 phone, 123D catch 

software was used to make a 3D model. The model was opened using Meshlab software 

in order to make a required measurement on the model as shown in figure (6-15). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using Nokia X3 phone photos, as shown in table (6-4). 
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Figure (6 - 15) Model #1 by Nokia X3 in Meshlab 

 

Table (6 - 4) Model #1 by Nokia X3 results 

# Model distance (mm) Program distance (mm) ∆ d 

1 7.00 7.19779 +0.19779 
2 8.00 7.85105 -0.14895 
3 12.0 11.7247 -0.27530 
4 18.0 18.2183 +0.21830 
5 19.0 19.2533 +0.25330 
6 24.0 23.4813 -0.48130 
7 27.0 27.3287 +0.32870 
8 31.0 30.7581 -0.24190 
9 51.0 51.2126 +0.21260 

10 70.0 70.1912 +0.19120 

 

Min= 0.14895    Max= 0.48130    Avg=0.25493 

 

Standard errors and errors of other percent probabilities are commonly used to 

evaluate measurements for acceptance against blunders and mistakes. Project 

specifications and contracts often require that acceptable errors be within specified limits, 

such as the 95% and 99.9% and 95% errors. 

So E95= 1.960σ 
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E99.9= 3.290σ 

E95= 1.960*0.25493= 0.49966 

E99.9= 3.290*0.25493= 0.83872 

 

At 95% level of confidence, test measurements are accepted against blunders. Finally, 

the root mean square error RMSE is used to represent the accuracy. 

 

RMSE=√
   

 
 = 0.26998 

 

6.5.1.2  I phone 4G 

 

After capturing pictures of model #1 from all sides by I phone 4G phone, 123D catch 

software was used to make a 3D model. The model was opened using Meshlab software 

in order to make a required measurement on the model as shown in figure (6-16). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using I phone 4G phone photos, as shown in table (6-5). 

 

 

 
 

Figure (6 - 16) Model #1 by I phone 4G in Meshlab 
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Table (6 - 5) Model #1 by I phone 4G results 

# Model distance (mm) Program distance (mm) ∆ d 

1 7.00 7.10047 +0.10047 
2 8.00 7.85105 -0.10620 
3 12.0 12.0911 +0.09110 
4 18.0 18.1102 +0.11020 
5 19.0 19.1433 +0.14330 
6 24.0 23.8813 -0.11870 
7 27.0 27.1287 +0.12870 
8 31.0 30.8581 -0.14190 
9 51.0 51.0126 +0.01260 

10 70.0 70.1012 +0.10120 

 

 

Min= 0.01260    Max= 0.14330    Avg=0.10544 

E95= 1.960*0.10544= 0.20666 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.11115 

 

6.5.1.3  I phone 5S 

 

After capturing pictures of model #1 from all sides by I phone 5S phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-17). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using I phone 5S phone photos, as shown in table (6-6). 
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Figure (6 - 17) Model #1 by I phone 5S in Meshlab 

 

 

Table (6 - 6) Model #1 by I phone 5S results 

# Model distance (mm) Program distance (mm) ∆ d 

1 7.00 7.00450 +0.00450 
2 8.00 7.90770 -0.09230 
3   12.0 11.99240 -0.00760 
4 18.0 18.02390 +0.02390 
5 19.0 19.05130 +0.05130 
6 24.0 23.91840 -0.08160 
7 27.0 27.01570 +0.01570 
8 31.0 30.93790 -0.06210 
9 51.0 51.03760 +0.03760 

10 70.0 70.08120 +0.08120 

Min= 0.00450    Max= 0.09230    Avg=0.04578 

E95= 1.960*0.04578= 0.08972 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.055289 
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6.5.2  Model #2 

 

A 3D model can build by the students of Architectural engineering at the Palestine 

Polytechnic University. This model is a church west of design, as shown in figure (6-18). 

The results of the modeling of this object are discussed in the chapter (6.5.2.1-6.5.2.3). 

 

 

Figure (6 - 18) Model #2 

 

6.5.2.1  Nokia X3 

 

After capturing pictures of model #2 from all sides by Nokia X3 phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-19). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using Nokia X3 phone photos, as shown in table (6-7). 
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Figure (6 - 19) Model #2 by Nokia X3 in Meshlab 

 

 

Table (6 - 7) Model #2 by Nokia X3 results 

# Model distance (mm) Program distance (mm) ∆ d 

1 7.00 7.19001 +0.19001 
2 8.00 7.65890 -0.34110 
3 12.0 11.71580 -0.28420 
4 17.0 17.49310 +0.49310 
5 18.0 18.40110 +0.40110 
6 20.0 19.74670 -0.25330 
7 25.5 25.19040 -0.30960 
8 30.0 30.14130 +0.14130 
9 40.0 40.23360 +0.23360 

10 45.0 45.17710 +0.17710 
 

Min= 0.147710    Max= 0.49310   Avg=0.28244 

E95= 1.960*0.28244= 0.55358 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.300527 

 



CAHAPTER FIVE   RESULTS AND ANALYSIS 

 

 
74 

 

6.5.2.2  I phone 4G 

 

After capturing pictures of model #2 from all sides by I phone 4G phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-20). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using I phone 4G phone photos, as shown in table (6-8). 

 

 

Figure (6 - 20) Model #2 by I phone 4G in Meshlab 

 

Table (6 - 8) Model #2 by I phone 4G results 

# Model distance (mm) Program distance (mm) ∆ d 

1 7.00 7.10021 +0.10021 
2 8.00 7.85870 -0.14130 
3 12.0 11.88670 -0.11330 
4 17.0 17.09032 +0.09032 
5 18.0 18.12730 +0.12730 
6 20.0 19.89550 -0.10450 
7 25.5 25.39130 -0.10870 
8 30.0 30.14010 +0.14010 
9 40.0 40.13220 +0.13220 

10 45.0 45.10710 +0.10710 
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Min= 0.09032    Max= 0.14130    Avg=0.11650 

E95= 1.960*0.11650= 0.22834 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.11769 

  

6.5.2.3  I phone 5S 

 

After capturing pictures of model #2 from all sides by I phone 5S phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-21). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using I phone 5S phone photos, as shown in table (6-9). 

 

 

Figure (6 - 21) Model #2 by I phone 5S in Meshlab 
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Table (6 - 9) Model #2 by I phone 5S results 

# Model distance (mm) Program distance (mm) ∆ d 

1 7.00 7.00770 +0.00770 
2 8.00 7.96650 -0.03350 
3 12.0 11.99090 -0.00910 
4 17.0 17.02410 +0.02410 
5 18.0 18.08330 +0.08330 
6 20.0 19.93480 -0.06520 
7 25.5 25.48340 -0.01660 
8 30.0 29.92490 -0.07510 
9 40.0 40.04720 +0.04720 

10 45.0 45.01800 +0.01800 
 

Min= 0.00770    Max= 0.08330   Avg=0.03798 

E95= 1.960*0.03798= 0.07444 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.046371 

 

6.5.3  Model #3 

 

A 3D model can build by the students of Architectural engineering at the Palestine 

Polytechnic University so that model is a residential building as shown in figure (6-22). 

The results of the modeling of this object are discussed in the chapter (6.5.3.1-6.5.3.3).  
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Figure (6 - 22) Model #3 

 

6.5.3.1  Nokia X3 

 

After capturing pictures of model #3 from all sides by Nokia X3 phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-23). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using Nokia X3 phone photos, as shown in table (6-10). 
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Figure (6 - 23) Model #3 by Nokia X3 in Meshlab 

 

 

Table (6 - 10) Model #3 by Nokia X3 results 

# Model distance (mm) Program distance (mm) ∆ d 

1 5.00 5.43160 +0.43160 
2 9.00 8.70770 -0. 29230 
3   10.0 10.36240 +0.36240 
4 14.0 13.69610 -0.30390 
5 17.0 17.40130 +0.40130 
6 18.0 18.28740 +0.28740 
7 20.0 19.64280 -0.35720 
8 35.0 35.27910 +0.27910 
9 61.0 61.44160 +0.44160 

10 74.0 74.30120 +0.30120 
 

Min= 0.27910    Max= 0.44160    Avg=0.34580 

E95= 1.960*0.34580= 0.67777 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.35075 
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6.5.3.2  I phone 4G 

 

After capturing pictures of model #3 from all sides by I phone 4G phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-24). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using I phone 4G phone photos, as shown in table (6-11). 

 

Figure (6 - 24) Model #3 by I phone 4G in Meshlab 

 

 

Table (6 - 11) Model #3 by I phone 4G results 

# Model distance (mm) Program distance (mm) ∆ d 

1 5.00 5.11460 +0.11460 
2 9.00 8.86370 -0.13630 
3   10.0 10.08240 +0.08240 
4 14.0 13.85610 -0.14390 
5 17.0 17.10170 +0.10170 
6 18.0 18.12440 +0.12440 
7 20.0 19.89280 -0.10720 
8 35.0 35.10330 +0.10330 
9 61.0 61.09460 +0.09460 

10 74.0 74.08120 +0.08920 
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Min= 0.08240    Max= 0.14390    Avg=0.10976 

E95= 1.960*0.10976= 0.21513 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.111398 

 

6.5.3.3  I phone 5S 

 

After capturing pictures of model #3 from all sides by I phone 5S phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-25). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using I phone 5S phone photos, as shown in table (6-12). 

 

 

Figure (6 - 25) Model #3 by I phone 5S in Meshlab 
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Table (6 - 12) Model #3 by I phone 5S results 

# Model distance (mm) Program distance (mm) ∆ d 

1 5.00 5.04260 +0.04260 
2 9.00 8.91860 -0.08140 
3   10.0 10.01240 +0.01240 
4 14.0 13.94610 -0.05390 
5 17.0 17.00540 +0.00540 
6 18.0 18.07340 +0.07340 
7 20.0 19.99580 -0.00420 
8 35.0 35.06530 +0.06530 
9 61.0 61.09110 +0.09110 

10 74.0 74.03810 +0.03810 
 

Min= 0.00420    Max= 0.09110    Avg=0.04678 

E95= 1.960*0.04678= 0.09169 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.055632 

 

6.5.4  Model #4 

 

A 3D model can build by the students of architectural at the Palestine Polytechnic 

University so that model is a cultural center as shown in figure (6-26). The results of the 

modeling of this object are discussed in the chapter (6.5.4.1-6.5.4.3). 
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Figure (6 - 26) Model #4 

 

6.5.4.1  Nokia X3 

 

After capturing pictures of model #4 from all sides by Nokia X3 phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-27). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using Nokia X3 phone photos, as shown in table (6-13). 
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Figure (6 - 27) Model #4 by Nokia X3 in Meshlab 

 

 

Table (6 - 13) Model #4 by Nokia X3 results 

# Model distance (mm) Program distance (mm) ∆ d 

1 4.00 4.42160 +0.42160 
2 12.00 11.78360 -0.21640 
3   15.0 15.27220 +0.27220 
4 18.0 18.19390 +0.19390 
5 19.0 18.64160 -0.35840 
6 22.0 22.27450 +0.27450 
7 32.0 31.57420 -0.42580 
8 48.0 48.30530 +0.30530 
9 50.0 49.79940 -0.20060 

10 52.0 52.41040 +0.41040 
 

Min= 0.19390    Max= 0.42580    Avg=0.30791 

E95= 1.960*0.30791= 0.60350 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.31988 
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6.5.4.2  I phone 4G 

 

After capturing pictures of model #4 from all sides by I phone 4G phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-28). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using I phone 4G phone photos, as shown in table (6-14). 

 

 

Figure (6 - 28) Model #4 by I phone 4G in Meshlab 

 

Table (6 - 14) Model #4 by I phone 4G results 

# Model distance (mm) Program distance (mm) ∆ d 

1 4.00 4.09320 +0.09320 
2 12.00 11.86280 -0.13720 
3   15.0 15.10110 +0.10110 
4 18.0 18.08820 +0.08820 
5 19.0 18.85160 -0.14840 
6 22.0 22.10060 +0.10060 
7 32.0 31.90850 -0.09150 
8 48.0 48.12380 +0.12380 
9 50.0 49.85940 -0.14060 

10 52.0 52.15330 +0.15330 
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Min= 0.08820    Max= 0.15330    Avg=0.11779 

E95= 1.960*0.11779= 0.23087 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.120526 

 

6.5.4.3  I phone 5S 

 

After capturing pictures of model #4 from all sides by I phone 5S phone, 123D catch 

software was used to make a 3D model. The model is opened using Meshlab software in 

order to make a required measurement on the model as shown in figure (6-29). The 

results show the comparison between the real distances and the same distances measured 

in the 3D model created using I phone 5S phone photos, as shown in table (6-15). 

 

 

Figure (6 - 29) Model #4 by I phone 5S in Meshlab 
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Table (6 - 15) Model #4 by I phone 5S results 

# Model distance (mm) Program distance (mm) ∆ d 

1 4.00 4.00950 +0.00950 
2 12.00 11.95690 -0.04310 
3   15.0 15.01610 +0.01610 
4 18.0 18.05620 +0.05620 
5 19.0 18.96190 -0.03810 
6 22.0 22.01060 +0.01060 
7 32.0 31.04210 -0.04210 
8 48.0 48.02820 +0.02820 
9 50.0 49.99160 -0.00840 

10 52.0 52.04830 +0.04830 
 

Min= 0.00840    Max= 0.09080    Avg=0.03006 

E95= 1.960*0.03493= 0.06846 

 

At 95% level of confidence the observations were accepted against blunders. Finally 

the RMSE was = 0.034497 

 

6.6  Practical examples 

After the creation of the necessary calculations and measurements, the Ibrahimi 

Mosque and old building and were captured and used of three-dimensional modeling, as 

practical application of 3D modeling using mobile phones. 

 

6.6.1  Old building 

 

A group of pictures of an old building were captured different sides as shown in 

figure (6-30). 123D catch was used to make a 3D model. The model opened using 

Meshlab as shown in figure (6-31). Here it can be scaled and viewed from all sides, and 

measurements can be applied to archeology and documentation applications. 
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Figure (6 - 30) Old building 

 

 

Figure (6 - 31) Old building in Meshlab 
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6.6.2  Ibrahimi Mosque 

 

After we capture a lot of pictures in Ibrahimi mosque as shown in figure (6-32) and 

figure (6-33) and use 123D catch to make a 3D models, we install models and use 

Meshlab as shown in figure (6-34) and figure (6-35). 

 

Figure (6 - 32) Alqhar Alshareef 

 

 

 

 

 

 

 

 

 

 

 

Figure (6 - 33) Alqhar Alshareef in Meshlab 
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Figure (6 - 34) Menbar Salah Aldeen 

 

 

Figure (6 - 35) Menbar Salah Aldeen in Meshlab 
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6.6.3  Cemetery 

 

As shown in figure (6-36) a cemetery as a photo and in figure (6-37) as a 3D Model. 

 

 

Figure (6 - 36) Cemetery as photo 

 

 

Figure (6 - 37) Cemetery as 3D model 
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7.1  Conclusions 

After the completion of this project, we conclude the following: 

 Using many mobile phones (such as Nokia X3, iPhone 4G, iPhone 5s, Samsung  

Galaxy S4) were successfully used high accurate close range photogrammetry. 

  The results of testing different models using different mobile phones are 

summarized in table (7-1). Here, we can easily find that the best results were 

obtained using I phone 5s camera. The worst results came from Nokia X3 mobile 

phone. But the Samsung Galaxy S4 caused problems when dealing with online 

services such as 123D Catch from Autodesk. 

 Table (7 - 1) RMSE Results 

         RMSE 
phones 

Model 1 Model 2 Model 3 Model 4 

Nokia X3 0.26998 0.300527 0.35075 0.31988 
I phone 4G 0.11115 0.11769 0.111398 0.120526 
I phone 5s 0.055289 0.046371 0.055632 0.034497 

 

 

 These results could be achieved using freely available software (such as 

MeshLab, AgiSoft Stereoscan, 123d catch, Insight 3d) to complete the tasks of 

testing procedure. 

o Insight3d: this program was rejected. There are several problems were 

occurring, when models were to be built. 

o Agisoft: this program was useful, because it is completely installed on the 

hard drive. It is working without the need of internet connection. A 

problem is that it deals with only a stereopair which causes limitations in 

many sided objects modeling. 

o Meshlab: this program was a useful tool for scaling rotating and 

measuring from the 3D models. 

o 123d Catch: it is an easy tool to create 3D models using large number of 

photos. Its only problem is that it is a tool on the cloud. It needs internet 
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connection. The user needs to upload large data size, when a high 

resolution camera is used. 

 
 

7.2  Recommendations 

 

After the completion of our project, the following points are recommended: 

 Examination of more different mobile phones and professional/non-professional 

cameras. 

 Examination of the effects and limitations of different object-camera distances. 

 Examination different object sizes. 

 Examination the use of close range photogrammetry by mobile phones and 

professional/non-professional cameras on the representation of topography. 
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