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Abstract

Computer games are one of the popular fields which use machine

learning and artificial intelligence. Many of these games have a large

search space, which makes them too vast for even supercomputers

to brute force. Seega is an ancient Egyptian two-player board game

similar to chess but has more difficult rules. It has two stages, In the

first stage, the players position their stones on the board in strategic

manner. In the second stage, the players move their stones vertically

or horizontal to capture the opponent stones. In this work, we used

deep reinforcement learning to train two co-operative agents to mas-

ter the game of Seega and learn the game rules. We compared our

proposed approach with the classical mini-max algorithm. We found

that our approach is much more practical to be adopted to be used

in Seega in terms of computational time and needed resources.
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Chapter 1

Introduction

Computer games are one of the popular fields which use machine learning and

Artificial Intelligence. AI become an essential part of the game industry which

attracted the interest of computer scientists, software developers, and machine

learning researchers to dive into it. Many of the developed games have a large

search space which makes them too vast for even supercomputers to brute force.

This encourages the researcher to develop and propose different methods and

techniques that overcome this problem.

There are different types of computer games. Board games have gained the

attraction of the researchers since many years. Using heuristics and rules was

one of the methods that made computer games possible; specially for games with

small search spaces. Minimax and alpha-beta pruning are good examples of such

algorithms.

For games with huge search spaces, such algorithms will need high compu-

tation time beyond the player’s patience or even beyond their age. Machine

learning was introduced to solve this issue by providing less computationally ex-
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1.1 Main Contributions

pensive algorithms that can learn from the prepared datasets of expert players.

But such datasets are not available for many games such as the game of Seega,

which makes the use of traditional supervised machine learning not a choice.

The problem of the absence of datasets for this game makes the reinforcement

learning based on self-play games the best method to train our agent. Reinforce-

ment Learning has been improved over the last decade. Many algorithms and

methods developed in this area, especially the methods that use deep learning.

Seega is an interesting game. Unlike chess, the game has two stages. In the

first stage, the players position their stones on the board in a strategic manner.

In the second stage, the players move their stones vertically or horizontally to

capture the opponent’s stone.

Using a mini-max for each stage separately will not guarantee to win the

game, because the first mini-max will not deal with heuristic on the second stage.

On the other hand, using one mini-max for the two stages will need a very large

search space.

Therefore, we will introduce a new solution to the Seega game using deep

reinforcement learning. The proposed approach has one agent for each stage of the

game and does not require a prepared dataset since it gets trained simultaneously

by playing with another computer agent.

1.1 Main Contributions

In this thesis, we developed two computer agents that can play the Seega game.

The first agent can play stage-1 of the game (Positioning Agent). The second

agent can play the stage-2 of the game which we call Moving Agent. We used

2



1.2 Thesis Structure

reinforcement learning to train the two agents on self-play games without human

data or guidance. This work used the Monte Carlo tree search to play and

simulate games, and deep convolution neural networks to train the agents.

The training process is divided into two steps. We trained stage-2 then stage-1

as follows: First, we trained the Moving Agent using self-play games on randomly-

generated boards; which trained the agent to select the best moves of the stones

to win the game. Then we trained the Positioning Agent using self-play games

starting from an empty board to select the best cell index to place the player piece

in the perspective of the current player. The trained Moving Agent is also used

during the training of Positioning Agent to predict the winner of the game when

the players finish positioning all their stones instead of playing the full game.

1.2 Thesis Structure

This thesis is composed of five chapters. Chapter 1 gives an introduction, dis-

cusses the problem statement, and explains the main contribution in this thesis.

Chapter 2 contains a brief historical background and explains some fundamental

concepts related to the Seega game. Chapter 3 explains some concepts used in

this thesis and discusses the related studies. Chapter 4 explains the methodol-

ogy used in the work, it shows the system architecture and describes in detail

the proposed architecture of the developed system and the implementation of

the theoretical model used on the matter. Chapter 5 presents experiments and

results that describe several case studies made, showing result analysis and the

solutions obtained. Finally, Chapter 6 summarizes the respective work, the fol-

lowing conclusions about the results obtained and the approaches used, together

3



1.2 Thesis Structure

with several future work propositions.

4



Chapter 2

The game of Seega

In this chapter, a detailed discussion about the history and rules of Seega game

with examples to clarify the challenges in this work are presented. Then we will

discuss some of the related studies achieved on Seega game and explain other

reinforcement learning researches that have been done in the field of computer

games and board games.

2.1 Seega Game

Seega is a two-player board game that is popular in many countries of middle-

east and Africa such as Egypt, Sudan, Libya, Somalia, Jordan, and some parts

of Palestine. People in these countries used to play this game for hours during

the day. The game has many similarities with other board games such as chess.

It needs a lot of focus and thinking to win the match.

5



2.1 Seega Game

2.1.1 Seega History

The history of the game is unknown but some of Seega boards were found carved

in many different Egyptian temples built since the 1300s BCE. Figure 2.1 shows

Seega game board, carved on the wall of Elkab Temple of Amenhotep III, Elkab,

Egypt.

Figure 2.1: Seega game board, carved on the wall of Elkab Temple of Amenhotep
III, Elkab, Egypt. Photo: Bruce Allardice, July 2, 2013. [1]

Seega has very complex rules, some researchers consider it harder than chess [11].

The game rules and literature first appearance was in in a book by Edward

William Lane, called “An Account of the Manners and Customs of the Modern

Egyptians” in 1830 [12], later in 1892, More details about its rules and strate-

gies were discussed by ”H Carrington Bolton” in his book “Games Ancient and

Oriental, and How to Play Them” [13].

2.1.2 Seega Components

Similar to most board games, Seega has two components: The board and stones,

Figure 2.2 shows an example of Seega board with its components.

6



2.1 Seega Game

1. The board: the game comes in many different variations, a 5× 5 grid and

24 playing stones of two different colors, 12 stones per player. a 7×7 board

with 48 stones, 24 stones per player, and a 9×9 board with 80 stones, 40

stones per player. all the versions share the same rules.

2. Stones: depends on the size of the board, each player has a known number

of stones called Kelab, they should be different in color or shape for each

player.

Figure 2.2: Seega 7x7 game board example, each player has 24 tile with same
color (black/white).

2.1.3 Seega Stages and Rules

Seega could have different rules and variations, but the core rules are shared

among all variation in all countries, Following are the main rules:

7



2.1 Seega Game

• Seega is a two-player game.

• Each player owns a fixed number of stones that have the same color or

shape that is different from the opponent’s stones.

• The objective of each player is to capture as many as he can from the

opponent player’s stones.

• The game ends when one player has less than two stones on the board.

• At the end of the game, the player with more stones is the winner.

• The game has two distinct phases: The positioning phase and the moving

phase.

• In the Positioning phase, each player takes a turn and places two stones on

any empty cells on the board except the central cell. They continue adding

stones in turn until they fill all board cells ( except the center). This will

lead the game to phase two. Figure 2.3 shows an example of the actions

taken by the players in the positioning stage.

• In the Moving phase:

– In turn, each player starts to move his stones on the board to surround

the other player stones.

– The movement of the piece will be from an occupied cell to an empty

adjacent cell, e.g, in figure 2.2 move E4 to D4.

– Stones can only move horizontally or vertically, and not diagonally.

– The movement will be one cell a time.

8



2.1 Seega Game

– When the player moves a piece, if any opponent stones are surrounded

by the player stones (horizontally or vertically) as a result of the move

it will be captured and removed from the board, e.g: in figure 2.2 when

moving E4 to D4 the white stones at C4, D3, and D5 will be removed.

– In the same turn, The player can continue to capture more opponent

stones with the same stone, eg: after moving E4 to D4 and removing

the surrounded white stones, then the player can continue and move

from D4 to C4 since C5 can be removed.

Figure 2.3: Example of playing positioning stage of the game.

9



Chapter 3

Background and Literature

Review

In this chapter, we will explain some of the machine learning concepts that are

are related to this work. We will discuss the different types of machine learning

algorithms, explain the reinforcement learning components and methods, and

clarify the Monte Carlo tree search and convolutional neural network (CNN).

3.1 Introduction to Reinforcement Learning

Reinforcement Learning (RL) is a sub-type of machine learning, which is ideal

to be used in sequence decision making. The learning model is discovered by

the agent without prior examples or training data. RL is based on two main

components, Agent and Environment. The Agent explores the Environment by

sending actions and getting feedback from the Environment called Reward. The

Reward gives the Agent a note about how good the action was. The goal of the

10



3.1 Introduction to Reinforcement Learning

Agent is to learn the best model which is called Policy, that maximizes the total

rewards it earns. The Policy is simply a mapping from states to action and the

Agent will learn it by trial and error [14].

As described in [14], RL has five main elements: an environment, an agent, a

policy, a reward signal, and a value function. Figure 3.1 shows the basic elements

of Reinforcement Learning and shows how they interact with each other.

Figure 3.1: Reinforcement Learning basic elements [2].

• Environment: In RL, the environment is the world which the agent will

explore to learn it’s rules and policies. In other words, the environment

contains the problem that the agent is trying to solve. At any time t, the

environment will have a state, s, that agent will observe, and according

to this observation, the agent will act by sending an action, a. After each

action by the agent, the environment should return a value that represents

the reward to the agent.

• Agent: The agent is the RL algorithm used to explore the environment

11



3.2 Markov Decision Process

and learn how to act at a certain observation (state s).

• Policy The policy can be described as a mapping from the states of the

environment to action, it is used by the agent to take the right action

when it observes the state of the environment. The policy is the core of

Reinforcement learning. It is the knowledge that the agent collects during

the learning process. It can be as simple as a lookup table or can be more

complex and include advanced searching algorithms.

• Rewards/Goal: The reward is a single value sent from the environment

immediately to the agent to define what is the good and bad action. The

goal of the agent is to maximize the total rewards it receives during the

learning process. The agent will receive a positive reward when its action

is considered good behavior, and it will receive a negative value from the

environment when its action is considered bad behavior.

• Value function: The value function is sometimes used to determine what

is good for the agent in the long run. it can be described as the total

amount of the rewards that can be expected to be collected by the agent in

the future based on the current state.

3.2 Markov Decision Process

Markov Decision Process (MDP) is the mathematical formulation of RL problem.

An MDP satisfies the Markov property, which mean that the current state com-

pletely characterises the state of the world. MDP can be used to show how much

reward is collected through a particular sequence of actions that we sampled.

12



3.2 Markov Decision Process

MDP can be defined by a tuple of objects (S,A,R,P, γ ), where :

• S : is a set of possible states,

• A: is a set of possible actions.

• R: is a distribution of reward given (state,action) pair, it is a mapping from

(state,action) to reward. it tell us what is the immediate reward we expect

to get from state S at the moment.

• P : is a transition probability or distribution over next state given (state,action)

pair.

• γ: is a discount factor, it means how much the agent cares about future

rewards.

Algorithm 1 describes the steps of MDP. The goal of the algorithm is to find

the optimal policy π* that maximizes the total reward.

Algorithm 1: Markov Decision Process (MDP) algorithm

- Initialization the policy π;

- At time step t=0, initialize environment state s0 and P (s0) ;

while t != End do

- Agent selects action at, based on the policy π ;

- Environment creates reward rt;

- Environment creates next state st+1;

- Agent receives reward rt and next state st+1.

end

13



3.3 Q-value function and Bellman equation

3.3 Q-value function and Bellman equation

The Q-value function is used calculate the expected total cumulative rewards

when taking action a on state s and following the policy, it is similar to value

function but it also takes the action into the consideration.

During the learning process, the policy will be changed by time and the expe-

rience the agent gets, this will give us different value function each time. finding

the optimal value function which gives the max value compared to all other value

functions is challenging.

Many RL algorithms such as Qlearning [15] and TD Learning [16] rely on the

foundation of MDP.

3.4 Classes of RL Algorithms

There are two categories of reinforcement learning algorithms based on how the

agent learns the optimal policy. These categories are Model-free Learning Method

and Model-based Learning.

In Model-free Learning category, the agent will learn from experience by inter-

acting with the environment directly and collecting the rewards (positive/negative).

Based on the collected reward it updates its policy or value function. This cate-

gory of RL can be applied to any RL problem since it does not need any model of

the environment, but it needs much more time to learn. Examples of algorithms

in this class are Q-Learning [15], and SARSA.

In Model-based Learning, the algorithm tries to learn the transition proba-

bility between states. It uses Model-free in its early stages of learning to build
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the model, then it uses the model to predict the rewards without interacting

with the environment, this will make the learning process take less time com-

pared to model-free methods. Examples of algorithms in this class are Dyna-

architecture [17] and Dyna-Q algorithms.

3.5 Monte Carlo Tree Search

Monte Carlo Tree Search (MCTS) is an algorithm that can select the best action

out of a set of actions available for a specific state. This search algorithm depends

on probabilities at its core. It uses RL principles in combination with the classical

search techniques to improve the performance and overcome the computation

limitations found in other tree search algorithms such as mini-max.

Figure 3.2: The basic MCTS process [3]

This algorithm uses exploration-exploitation strategy, It exploits the best ac-

tions and strategies that are found till the current iteration, and also continue

to explore the space for alternative decisions that can be better than the current

best actions and strategies and replace the current best.

Over the last few years, MCTS proved to be successful in many fields especially

in computer games. It succeeded in playing general games, specific games, and
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complex games (eg: GO, and chess). Also, it succeeded in real world fields such as

real-world planning, optimization, and control problems. [18]. This great success

made it an important part of the AI researcher’s toolkit.

In the MCTS search tree, the nodes are the building blocks. They represent

the states of the problem as shown in Figure 3.2. The algorithm is repeatedly

trying to improve its policy by exploring these nodes.

The process of this algorithm has four main steps that are repeated until a

good policy is delivered or the max number of iteration is reached. The steps of

MCTS are explained is shown in Figure 3.3.

• Selection: In this step, the MCTS algorithm tries to select a node on the

tree that has the highest possibility of winning. It traverses the current tree

using a strategy starting from the root node. This specific strategy selects

the nodes that have the highest estimated value using the evaluation func-

tion. When MCTS reaches a leaf node (The nodes that are not expanded

till this time) it jumps into the expansion step which is described next.

• Expansion: In this step, MCTS algorithm starts from the selected node in

the previous step and expands the tree by adding its children. This step is

meant to increase the options further in the game.

• Simulation: In this step, MCTS algorithm will simulate to play the game

until it reaches the end of the game and collects the result (win/lose). In

the early iterations of the algorithm, the simulation will be random and RL

could be used to improve it.

• Back Propagation: In this step, The algorithm will use the value obtained
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from the previous step to update the values of all parent nodes back to the

root.

Figure 3.3: Steps of Monte Carlo Tree Search [4]

As a result, instead of visiting and evaluating many many paths to find the

best path, as in the case of mini-max, MCTS uses RL and the policy to choose

the best path from the current state in the tree.

3.6 Convolutional Neural Network

Convolutional Neural Network(CNN) is a special type of neural networks mostly

used in areas such as image recognition and classification. Many algorithms

and applications successfully used CNN such as face recognition [19], sentiment

analysis [20], action recognition, and much more. Many different architectures

of CNNs were proposed in the last few years such as LeNet, AlexNet, VGGNet,

GoogLeNet, ResNet, ZFNet.

In CNN, the basic idea is to extract the features in the input record, then

use the extracted features to understand and classify the data, This reduces the

input data into small features using two operations (layers) called ‘convolution’

and ’pooling’.
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CNN architecture overview

As shown in figure 3.4, CNN has four components or layers:

Figure 3.4: Architecture overview of Convolutional Neural Network (CNN) [5]

• Convolution layer: The objective of this layer is to extract the low-level

features from the image such as edges. It is done by using Filter (sometimes

called Kernel), a filter is passed over the image, and each time we move the

filter we perform a matrix multiplication operation between the filter and

the portion of the image over which the filter is hovering. The results are

summed up into one number that represents all the pixels the filter observed.

In the end, this process generates a matrix that is much smaller in size than

the original input image.

• Activation layer: In this layer, an activation function used to format

the matrix introduced in the previous step, such activation function is a

Rectified Linear Unit (ReLu). The ReLU function returns x for all values

of x > 0, and returns 0 for all values of x 6 0 as shown in figure 3.5.

• Pooling layer: The goal of this step is to down-sample and reduce the

size of the matrix which makes the training of the network much faster by

focusing on the most important information in each feature of the image.

The most common type of pooling layer is a max-pooling; A filter is passed
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3.6 Convolutional Neural Network

Figure 3.5: Rectified Linear Unit (ReLu) [5].

over the matrix and selects the max number out of each group of values.

figure 3.6 show an example of max-pooling.

Figure 3.6: Example of max-pooling layer [5].

• Fully connected layer: At the end of the CNN, a traditional neural

network is used to classify or give the probabilities of labels, it takes the

output of the previous layers as input, and output a list of probabilities for

different possible labels attached to the input.

In this work, we utilize both the MCTS algorithm and CNN to train the agents

on how to play the Seega game. Since CNN is a supervised learning algorithm,

and since we don’t have a prepared dataset for the Seega game we will rely on

MCTS to generate enough datasets and provide them to the CNN. The RL is

used to improve the policy in MCTS. In the next chapter, we will explain how

we used MCTS and CNN in mode details.
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3.7 Related work

3.7.1 AI in board games

Chess is is the most widely-studied game in the history of artificial intelligence.

Many types of research were done using different methods to develop a computer

program that can defeat the human in this game. The most interesting methods

were these methods that use deep learning such as David et. al. 2016 [6]. In

this work, the researchers proposed a new deep learning model refereed to as

DeepChess. This model is trained using supervised learning on a large data-set

that contains millions of chess games, the training is done without any knowledge

of the game rules. In their paper, the researcher developed an evaluation function

that takes a chess position as input and returns a heuristic value or score as

output. This evaluation function will be used to compare positions. They used

this concept to propose a novel training method to train a model that receives

two chess positions as input and predicts which position is better. The proposed

training methodology consists of two stages. In the first stage, they trained a deep

auto-encoder (refer to as Pos2Vec) using a data-set of millions of samples. This

auto-encoder is used as a feature extractor which converts a given chess position

into a vector of features. In the second stage, they trained a neural network to

predict which of the two input positions will result in a win. The Architecture

of these networks is shown in figure 3.7. In this work, the team used alpha-beta

search algorithm[21] to select the right position from the search tree. They used

a modified version of alpha-beta that does not require any position scores for

performing the search, instead, it depends on DeepChess to compare and select

the right position.
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Figure 3.7: Architecture illustration of DeepChess [6].

Another game that got the interest of the researchers is the game of GO. GO

is very old two-player board game that originated from China and is still played

today. The game consists of a 19x19 board, and each player controls one color

of stones (black/white) and places them on the board. Each player will try to

surround his opponent’s stones with his stones or surround the empty cells to

make points of territory. Figure 3.8 show an example board from Go game.

Lately, some research tried to teach the computer to play the Go game, such

research is the work of Silver et. al. 2016 [7]. The team in a company called

deepmind (later acquired by Google) developed a program that masters the Go

game and beat the human. AlphaGo became the first program to defeat a world

champion in the game of Go. They used Monte-Carlo search tree [22] to sim-

ulate and play thousands of Go games. To do the simulation and compare the

players progress, the researchers developed two neural networks, the first one is

value network that evaluates the board positions and calculates a value to rate

the board, and the second one is the policy network to select the best moves.
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Figure 3.8: Go game board example, each player can position his tile with the
same color (black/white).

Then they needed to develop a new search algorithm that combines Monte-Carlo

simulation with the value and policy networks. In this work, the researchers used

data collected from expert human players to train the policy network using su-

pervised learning (SL). The SL trained policy network used in the early stages

of training the player, then they trained the policy network using reinforcement

learning (RL), which improves the SL policy network by optimizing the outcome

of games of self-play. In the end, they used the reinforcement learning (RL) policy

network to train the value network by playing many games against itself. This

results with a value network that can predict the winner of the games. Figure 3.9

shows the neural network training pipeline and architecture used in the AlphaGo

program.

Later in 2017, the team improved there work in new research [23]. They

trained an RL agent to play the Go game by itself, unlike there previous work [7]
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Figure 3.9: The neural network training pipeline and architecture used in the
AlphaGo program.[7]

in which the network was trained on data collected from human players. They

introduced a new algorithm called AlphaGo Zero which uses one neural network

to replace both policy network and value network used in [7]. The network Al-

phaGo Zero trained solely by self-play RL, starting from random play, without

any supervision or use of human data. this methodology no longer depends on

Monte- Carlo search. It uses another simpler search tree that is built within the

same neural network to evaluate positions and select moves. As a result, this

new model AlphaGo Zero defeated the previous versions of AlphaGo, which were

trained on a data-set of human data using handcrafted features.

The same team continued the improvement of the algorithm in 2018. In

this paper [24], the researchers proposed a new algorithm called AlphaZero that

considered a general version of there previous algorithm AlphaGo Zero that was

introduced in [23]. This new algorithm can play games of chess and shogi [25] as

well as Go using the same network architecture for all three games. It is trained

using self-play games which started randomly without any human data or any

handcrafted evaluation functions.

AlphaZero uses a deep neural network to replace the traditional handcrafted

features and game-specific rules. This neural network takes the board position
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as input and returns a vector of probabilities of moves for each action. It also

returns the expected estimated result of the game from a position. The weights in

this deep neural network are trained using reinforcement learning from self-play

games, starting from randomly initialized parameters.

This algorithm uses a general-purpose tree search algorithm based on Monte

Carlo tree search (MCTS) algorithm that searches a series of simulated self-play

games which in result return a vector representing a probability distribution over

moves.

3.7.2 Work on Seega game

Few researchers tried to develop a computer program that can play Seega game.

In 2013, abdelbar et. al [11] was the first attempt to solve the problem of Seega

game. They proposed a methodology that is based on mini-max algorithm to

search and select the best move for each board state. They defined a set of

features for the board, some of these features are atomic and the others are

compound and calculated from the atomic features. Based on these features they

can calculate the heuristic of the board for each player at any given time. In their

paper, they used 5× 5 board.

They proposed 13 features for the board. These features have different weights.

a particle swarm optimization algorithm [26] is used to generate the weight vector

for these features for stage-1 and stage-2 of the game.

The proposed features are:

• Corners (f1): Corner domination.

• Boarders (f2): Border domination.
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• Clustering (f3 .. f6): This feature counts adjacent player stones horizontally

and vertically, (f3, f5) are the vertical for player1 and player2 and (f4, f5)

are the horizontal for player1 and player2 and

• Massdist (f7, f8): In this feature, the center of mass is calculated for each

player then the magnitude of the difference is returned for horizontal (f7)

mass-distance and for vertical (f8) mass-distance.

• Entrapment (f9, f10): This feature gives a measure of how a color dominates

the outer part of the board, (f9) is used for horizontal and (f10) for vertical.

• Material (f11): This feature computes the difference between the number

of black and white stones on the board.

• Phase two starts (f12): This feature reflects how many captures player1 will

make on the first move in phase two.

• Black can start (f13): This feature returns 0 if the four squares around the

middle square are occupied by White, and returns 1 otherwise.

These features are used by higher-level configurations through addition and/or

multiplication. The authors proposed two different equation using these features

for phase-one and phase-two of the game as follow:

For phase one, [ s1 = (−→w1)
T−→c1 ]

and for phase two: [ s2 = (−→w2)
T−→c2 ]

where si is the board score, −→ci is the vector of compound features, and −→wi is

the weight vector.

The −→w vectors that is used in phase-one and phase-two is calculated and

optimized using Co-Evolutionary Particle Swarm Optimization algorithm.
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Later, in 2004, the same team continued their work in [8]. In this work, the

researchers expanded and improved the program, they used the same methodol-

ogy and same set features that proposed in [11] on a larger board 7x7. A small

change was done on the swarm configuration to improve the performance and

reduce the computation time. As a result, they proposed a set of weights for each

feature in phase-1 and phase-2 as shown in table 3.10.

Figure 3.10: Table shows the weight vectors for white and black players [8].

They tested this program by playing against human players who started learn-

ing and practicing the game of Seega for few weeks, the program behavior during

playing showed that it has a strategy in positioning and moving the stones and

not random. The program won some games and lost others.

In 2020, Aljaafreh et. al in their work [9] developed a computer program

that can play the first phase of Seega game using mini-max and deep RL. Their

methodology is divided into two steps. In step-1 they trained an agent to play

the Positioning stage of the game. They used the methodology proposed in Alp-

haZero [23] to train the agent by implementing self-play reinforcement learning.
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In this approach MCTS is used to run and simulate self-play games. The data

collected from MCTS is used in training the neural network. In step-2, they used

min-max to play Moving stage of the game, they run mini-max algorithm on the

board generated in step-1. The depth of the mini-max tree that is explored is

limited; max number of actions to finish the game is 50 according to Seega expert.

Figure 3.11 shows an overview of Policy Iteration Algorithm used in this work.

Figure 3.11: Policy Iteration Algorithm used in [9]

3.8 Tools and Frameworks

Machine learning is a complex discipline. This encouraged many big companies

such as Google, Microsoft, IBM and AWS to offer machine learning frameworks

and API’s to make it easy for developers and data scientists to experiment ML in

its different steps including the process of acquiring data, training models, serving

predictions, and refining future results.

Many good frameworks are available nowadays with, different concepts and

architectures that fit most needs of the people in this field. Examples include

Theano [27], Scikit Learn [28], Caffe framework [29], but the most popular frame-
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work used in development and production nowadays is Google’s TensorFlow [30]

which we used in this thesis.

Tensorflow

Figure 3.12: Tensorflow logo.

TensorFlow is an open-source library for numerical computations and large-

scale machine learning developed by the AI team inside Google to be used in

their products such as search engines, images search, and other services. This

library offers easy and standard ways to build machine learning models especially

neural networks and deep learning models. It also contains many pre-built ML

algorithms that can run on CPU and GPU. In this framework the developers and

researchers can use the most popular language in this field which is Python to

write their program, while the framework executing those applications in high-

performance C++.

TensorFlow allows developers to create their program using dataflow graphs.

Each node in the graph represents a mathematical operation (eg: wx + b ), and

each edge between nodes is a multidimensional data array called tensor which

most the time represents the weights.

Figure 3.13 shows the architecture of the framework, Tensorflow provides high-

level APIs: Keras and Estimator for creating deep learning models. Then, tf.data

and other APIs for data pre-processing. At the lowest level, each Tensorflow

operation is implemented using a highly efficient C++ code.
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Figure 3.13: Tensorflow 2.0 architecture [10].

Most of the time, we use high-level APIs only, but when we need more flex-

ibility like handling the tensors directly, we can use lower-level APIs like tf.nn,

tf.GradientTape(), etc. Tensorflow provides extensive libraries like TensorBoard

for visualization, Tensorflow Hub for downloading and reusing pre-trained mod-

els [10].

Keras

Keras[31] is a python library that provides high-level API to write deep learning

applications, it allows developers and researchers to design, develop, train, eval-

uate, and run most sorts of deep neural networks. In this thesis, we used Keras

as front-end and Tensorflow as back-end to perform the experiments.
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Chapter 4

Methodology

In this chapter, we will discuss the methodology used in the study, the stages by

which the methodology was implemented, and the research design. First, we will

introduce the representation of the environment we used, then we will explain

the architecture of the environment and the neural networks used. Finally, we

will discuss the tools and evaluation methods used in this study.

As we discussed earlier in this thesis, most of the previous researches and

work on the development of automated computer gaming. Especially in the field

of board games are based on training using data-sets of human play, but in

our case, such data set is not available for the game of Seega. This makes the

reinforcement learning on self-play games the best method to train our agents.

Seega game has two stages, each stage has different rules, input, and output.

For this reason, we will develop two separate models for each stage of the game;

namely Moving Agent and Positioning Agent. The training process will be divided

into two steps, first, we will train the Moving Agent using self-play games on a

randomly-generated board; in which we will train the agent to select the best

30



4.1 Environment Representation

moves of the pieces to win the game and predict the winner of the game. Then in

the second step, we will train the Positioning Agent using self-play games starting

from an empty board to select the best cell to place the pieces in the perspective

of the current player. The trained Moving Agent will also be used during the

training of Positioning Agent to predict the winner of the game when the players

finish positioning all their pieces instead of playing the full game.

4.1 Environment Representation

The Board:

The environment of the game is basically the board; which will represent the state

of the game s at a given time t, we used a two-dimensional array (n×n) to store

the game state, we used the value 1 for player-1 pieces, the value -1 for player-2

piece’s, and 0 for the empty cell of the board. Figure 4.1 shows an example of

game board with its internal representation values. In this example n = 5.

Figure 4.1: The Seega board representation.
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The Actions:

The actions are different for each stage, In the Positioning Agent the actions will

be the index of the cell in the form of (x, y), and the value will be +1 for player-1

and -1 for player-2. We converted the (x, y) into a linear value index to be used

in the output layer of the neural network using the following equation.

index = x× n+ y (4.1)

In the Moving Agent, the actions are in the form of (index, direction), the

index is the selected cell position and calculated by applying equation 4.1 on cell

(x, y), direction ∈ [0, 1, 2, 3] is the direction of the moving, 0=UP, 1= DOWN,

2= LEFT, and 3= RIGHT.

4.2 RL Architecture

Figure 4.2: Overview of Self-play reinforcement learning in Seega.

Our work is inspired by the ideas from AlphaZero [24]. We applied them

during the training of the Moving Agent and the Positioning Agent. Figure 4.2

show the general architecture of the process of reinforcement learning used in the

training of the two models.
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Figure 4.3: MCTS Steps implemented on Seega game.

The process has a loop of three steps. Step a is the core of the reinforcement

learning in which MCTS interacts with the environment and plays many self-play

games. MCTS internal steps are shown in figure 4.3. It starts with a random

policy to select the best action a for the current state st, and with time the

algorithm will explore and simulate more states to improve the accuracy of its

policy. MCTS will continue playing until it reaches the end of the game and a

winner z is found at the end. The algorithm will store all visited states st with

its selected best action at and winner z to be used in the training of the deep

neural network. Figure 4.4 show the building blocks of the process done in this

step. MCTS algorithm is discussed in detail in section 3.5.

In step b, a neural network is trained using the data collected in step a.

The goal of this step is minimize the error between the predicted values from the

network and the correct values from the MCTS. The training data is stored in

the form (st,
−→π , z ) where st is the game state, −→π is the probabilities of each

action for a given state, and z is the winner of the game. The trained network

will be used to predict the probabilities of each action for a given state Pt and
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the winner of the game z.

In step c, the newly-trained model will be validated, it will play against the

previously trained model for the number of k games. If it wins 60% of the games

it will be accepted and used in the next iteration, if not, it will be rejected and

the old model will be used in the next iteration.

The trained network will be used as a policy in MCTS in the next iteration.

MCTS has a policy that determines the best path or action to take at a given

state, this policy will improve by time by using the trained and accepted NN

model as a policy, this will result in better examples in the next iterations.

This general process will be used in training the two agents (Moving Agent,

and Positioning Agent) for this game with some customization that will be dis-

cussed later in this chapter.

Figure 4.4: MCTS self-play, a MCTS play until the end of the game. b the
self play data is collected to be used to train the NN. where st is the board state,
π is the probabilities of actions at each state, z is the winner of the game.
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4.2.1 Training The Moving Agent

The goal of this step is to develop a neural network f0 and tune its θ parameters

to be able to play stage-2 of the game and predict the best move to take in a given

state st. This neural network will take as input a board state st, and outputs two

values:

• Policy ~Pθ(st) : A vector of probabilities over all possible moves for the

state st.

• Value vθ(st) : The continuous value vθ(st) ∈ [−1, 1] is the expected winner

of the game given this state st, this value will be used later in training of

Positioning Agent.

Training steps:

At the beginning, the network weights θ is initialized randomly, The Monte Carlo

tree search algorithm (MCTS) is used to simulate and run a lot of self-play games

and provide training examples to the neural network to be trained on.

The MCTS generated examples have the form (st, ~π, zt ) where st is the start-

ing state of the game (current state), −→π is the improved policy estimate after

running MCTS, zt is the winner of the game, and t is the iteration.

During the training and at each epoch, the input state st is provided to MCTS

and the neural network to get the results which include the probabilities of actions

p and the winner of the game z, after they finish the process we compare the

MCTS search probabilities πt and the neural network policy vector ~Pθ(st) and

update the weights θ of the neural network to decrease the difference between
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its result and the MCTS output and minimize the error between the predicted

winner vt form the neural network and the game-winner z from self-play MCTS.

Gradient descent is used to adjust the neural network weights based on a loss

function L that sums over mean-squared error and cross-entropy losses respec-

tively, The following equation is used to compute the loss function L

L = (z − v)2 − πT logp+ c||θ||2 (4.2)

where z is the winner of the game from MCTS, v is the predicted winner from

the neural network, p is The vector of move probabilities, and c is a parameter

controlling the level of L2 weight regularisation (to prevent over-fitting).

Figure 4.5: The architecture of deep neural network used in training the Moving
Model.

As shown in figure 4.5, the neural network used in this work consists of 5

layers CNN network with relu activation function, followed by two Dense layers.

The input layer of the network accepts a n × n matrix that represents the

board state st, the output layer will contain n × n × 4 nodes, where n is the

board dimension and the number 4 is the directions of movements for each cell,
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direction ∈ [0, 1, 2, 3]. For example, if we used 5 × 5 board then the input layer

will have 25 nodes, and the output layer will have 25 × 4 nodes. The index of

each node nid in the output layer is calculates using the following equation which

generates the index based on the action (index, direction) pair.

nid = index+ direction (4.3)

Later, we will use the node nid with the highest probability to be the best action

for the state s,

The node index nid is used as the action, when the player executes the action

it is needed to convert nid to the form (index, direction), nid can be used to

extract the board cell index and the direction using the following equations:

index =

⌊
nid

4

⌋
(4.4)

direction = nid mod 4 (4.5)

For example, suppose that the network predicted node nid = 45 to be best

action, then board cell index index =
⌊
45
4

⌋
, and direction = 45 mod 4, this

mean we need to move cell index=11 to Right. The index also can be formatted

as (x, y) using the following equation:

x =

⌊
index

n

⌋
, y = index mod n (4.6)
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4.2.2 Training The Positioning Agent

At this stage we will use the same approach used in the training of Moving Agent,

we will use MCTS to simulate self-play games and generate a lot of games data

to be used to train the neural network.

The goal of this step is to train a neural network to play the stage-1 of Seega

game in which the agent needs to select the best positions to place its pieces on

the board that leads to winning the game at the end of the moving stage.

As shown if figure 4.6, The neural network used in this step consist of 5 CNN

network with relu activation function, followed by two Dense layers.

Figure 4.6: The architecture of deep neural network used in training the Posi-
tioning Model.

The input layer of the network accepts a n × n vector that represents the

board cells status st, the output layer will contain n×n nodes. The index of each

node nid in the output layer represents the cell index in the board.

We used the same process shown in figure 4.2 to train this agent, some modifi-

cation is added in this step in the implementation of the neural network which is

in the output layer, the output layer consists of n×n node as shown in figure 4.6.
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Figure 4.7: MCTS self-self play, a MCTS play until the board is full of pices,
then the board is passed to the neural network which previously trained to predict
the winner z of the game. b the self play data is collected to be used to train the
NN. where st is the board state, π is the probabilities of actions at each state, z
is the winner of the game.

Another modification is done in MCTS, As shown in figure 4.7. The algorithm

will run self-play game starting from an empty board, when the algorithm reaches

a board state st in which all cells are filled, it will use the previously trained

Moving Agent to predict the winner of the game. This step will improve the

speed of training the model since we do not need to play the moving stage of the

game to calculate the winner.

The data collected in this step will be used to train the Agent as discussed

earlier in this chapter.
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4.3 Evaluation Criteria

Elo is a rating system that is named after its creator Arpad Elo. It was first

introduced in 1960 as a rating system for chess [32]. Later it became widely used

to rate players in other games such as football[33], video games[34], and other

board games like Go[35]. This system is used to rank players, also it can be used

to predict the winning probabilities for the players.

Elo system is easy to understand and to use and it is a standard rating all

over the world. The system mainly has two steps:

Step 1: Score Prediction, the Elo system can predict the winner and

expected score of a match based on the difference in rating between two players.

For example, if A score is higher than B, then A is more likely to win. Elo system

uses a logistic function to transform the difference between A and B rating into

a “score estimation”, the result of the logistic function E will be between 0 and

1. The greater value means more probability to win. The following equations are

used to calculate the estimated match result for player-1 EA and player-2 EB.

EA =
1

1 + 10(RB−RA)/400
(4.7)

EB =
1

1 + 10(RA−RB)/400
(4.8)

where EA is the estimated result for player-A, RA is the current rating for player-

A, and RB is the current rating for player-B. The estimated values will be used

in the next step to update the rating for the players.

Step 2: Update the players Rating: After the end of the match, we
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4.3 Evaluation Criteria

compare the estimated result EA with the actual results RA, if RA > EA this

means that the system undervalues the player A so we need to increase his rating.

But if RA < EA then the system overvalues the player A we need to decrease his

rating. The same comparison is done for player B. In the Elo system, we use the

following equation to update the players rank:

R′A = RA +K(SA − EA) (4.9)

R′B = RB +K(SB − EB) (4.10)

where R′A, R
′
B are the updated rank for the players, RA, RB are the old ratings of

the players before the match, SA, SB are the score of the match for the players,

EA, EB the the predicted score for the players(calculated in step1 of Elo system),

and K (called K-factor) is a constant used to determine the speed with which the

player rate is adjusted after each game. for example in chess K = 16.

The Initial Score for the players can be any value such as zero, but most

developers avoid zero value and use a standard number such as 500 to prevent

negative rating for the players.

In this work, we will use Elo rate the agents in Seega, it will be used during

the training and evaluating of the agent. After each iteration of the training, we

will calculate the Elo rating for the new agent by playing many games against

the agent from the previous iterations, based on the results of these games we

will give the new and old agents the Elo rating.
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Chapter 5

Experiments and Results

Summary

This chapter will show the experimental results of our proposed Reinforcement

Learning approach for the game of Seega. First section 5.1 describes the com-

puting environment and experimental settings that were used to conduct this

work. Then, section 5.2 shows the results of training the Moving Agent, Finally,

in section 5.3 we will describe the results of training the Positioning Agent.

5.1 Computing environment

All the machine learning algorithms, that were used in our experiments, were

implemented using Python 3.7 under Ubuntu 20.04 with intel core i7-8700U CPU

3.20GHz, 32GB RAM memory shipped with Nvidia GeForce GTX 1050 GPU card

that comes with 640 NVIDIA CUDA Cores, 2 GB GDDR5 and 7 Gbps Memory

Speed.
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5.2 Moving Agent Training Results

Python is widely used in the field of machine learning. Many libraries are

developed and tested in this language. In our experiments, we have used Keras

on top of Tensorflow 2.1 library in order to implement the neural networks. Ten-

sorflow core engine is built using C-language which make it very efficient and can

utilize the GPU, it provide the developers a high-level python interface to develop

and configure many different types of neural networks, more details about this

tool in chapter-4.

5.2 Moving Agent Training Results

This section will show the results of training our Moving Agent which is trained

to select the best move that leads to winning. We implemented the proposed

reinforcement learning methodology which was described in the previous chapter

to train our Moving Agent. The Training took approximately 2.5 weeks, started

from completely random behavior, and continued without human intervention.

We developed the convolution neural network which its architecture consist of

5 layers (25 × 512 × 512 × 512 × 101) and total parameters is 8,197,221. During

the training, the MCTS algorithm played 15 iterations and generated around 1.7

million of self-play games. At the end of each iteration, we saved a checkpoint

of the agent and evaluate the new neural network checkpoint against the best-

reached network fθ so far. As shown in the table 5.1, the newly trained model

played against the best model reached so far 70 games, if the new model wins 0.6

of the games we accept it and replace the best model.

The plot in figure 5.1 shows the performance of the agent from each iteration

of learning of the stage-2 of the game. Elo ratings were computed from the result
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5.2 Moving Agent Training Results

Table 5.1: The training results for the Moving Agent.

iteration samples new-model wins old-model wins accepted?
1 58,542.00 35 35 NO
2 105,231.00 33 37 NO
3 142,020.00 32 38 NO
4 210,393.00 37 33 NO
5 236,467.00 28 42 NO
6 274,192.00 37 33 NO
7 314,434.00 42 28 YES
8 453,873.00 41 29 NO
9 653,658.00 41 29 NO
10 812,582.00 44 26 YES
11 993,996.00 43 27 YES
12 1,153,714.00 42 28 YES
13 1,292,100.00 43 27 YES
14 1,473,442.00 45 25 YES
15 1,639,451.00 42 28 YES

of playing evaluation games between different versions of the agent.

To test the agent in a real-world game, we generated a test board with its

stones arranged on selected cells, this generated board has many available stones

to move, the goal of the test was to show that the agent can select the best

action a from a list of allowed actions A. Figure 5.2 a shows the testing board

provided to the agent to predict the best move, in this example the allowed

actions for the agent; assuming that the agent owns the black stone, are A =

[(B4, UP ), (C4, LEFT ), (D3, UP ), (D3, DOWN), (E4, LEFT )].

When the example board provided to the agent to play its predicted best

action a, the agent selected the action (D3, UP ) among all other allowed actions.

Figure 5.2 b shows the board after the agent play it best predicted action which

is (D3, UP ), this action enabled the agent to capture its opponent stone at C2

and in figure5.2 c the agent continue moving the same stone from C3 to D3 and
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5.2 Moving Agent Training Results

Figure 5.1: Elo rating per iteration for the Moving Agent

Figure 5.2: Example game to test the Moving Agent
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5.2 Moving Agent Training Results

captured two opponent stones at D2 and D4, and finally figure 5.2 c show the

agent move the same stone from D3 to D3 and captures the opponent stone at

E2, this make the total captured stone equal 4 from the same action.

The resulting board clearly shows that agent action a selected based on the

knowledge it learned and it could lead the agent to win the game.

5.2.1 Positioning Agent Training Results

In this section we will discuss the results of training our Positioning Agent which

trained to select the best board index to place its stone which could in result lead

to win the game.

We used and implemented the same methodology used in training the Mov-

ing Agent in the previous section. The Training took approximately 1.5 weeks,

started from completely random behavior, and continued without human inter-

vention. The Players started from an empty board, and in turn, they placed two

pieces at a time until all their stone placed at the board, to get the winner of the

game we used the Moving Agent which trained in the previous section to predict

the winner instead of playing the stage-2 of the game, this saved a lot of time

and processing during the training. We developed the convolution neural network

which its architecture consists of 5 layers (25 × 512 × 512 × 512 × 25) and total

parameters is 5,251,217. Each CNN layer has 512 filter with a kernel size is 3,

and ReLu is used as activation function.

During the training, the MCTS algorithm played 110 iterations and generated

around 264,000 games of self-play. Same as in the previous model, at the end of

each iteration, we saved a checkpoint of the agent and evaluate the new neural
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5.2 Moving Agent Training Results

iteration samples new-model wins old-model wins accepted?
1 2,400.00 35 35 NO
2 14,400.00 38 32 NO
3 16,800.00 45 25 YES
4 19,200.00 36 34 NO
5 21,600.00 35 35 NO
6 26,400.00 40 30 YES
7 28,800.00 29 41 NO
8 40,800.00 31 39 NO
9 43,200.00 41 29 YES
10 45,600.00 31 39 NO
11 48,000.00 39 31 YES
12 50,400.00 32 38 NO
13 52,800.00 33 37 NO
14 55,200.00 36 34 NO
15 57,600.00 39 31 YES

Table 5.2: The results of training the Positioning Agent.

network checkpoint against the best-reached network fθ so far. Table 5.2 shows a

sample of the results which got during the training. You can find the full table in

the appendix. It also shows for each iteration the number of samples and whether

the new model is accepted or rejected. The newly trained model played against

the best model reached so far 70 games, if the new model wins 0.6 of the games

we accept it and replace the best model.

The plot in figure 5.3 shows the performance of the agent for each iteration

of the learning process. Elo ratings were computed from the result of playing

evaluation games between different versions of the agent.
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5.3 Minimax Results

Figure 5.3: Elo rating per iteration for the Positioning Agent

Depth (level) Avg time(ms) Avg time (minutes)
2 66 0.0011
4 873 0.01455
6 48642 0.8107
8 2900940 48.349

Table 5.3: The computation time needed for mini-max at different levels of tree
depth.

5.3 Minimax Results

We developed a mini-max version of Moving agent to test the computing time

and the playing skills of the agent. Table 5.3 show the time needed to calculate

and predict the best action using mini-max, we calculated the average time by

running the algorithm with same setup 10 times, we tried mini-max with 4 setups,

started with a 2-levels search depth of the tree, then increased the depth until

8-levels.
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5.3 Minimax Results

Depth (level) move # stones captured
2 (B3,Down) 2
4 (B4,Up) 1
6 (B3, Down) 2
8 (D3,UP) 4

Table 5.4: The predicted best actions by mini-max at different levels of tree
depth.

We also tested the skills of mini-max to compare it with the agent we trained

previously. The same board which used to evaluate the RF agent is used with

mini-max. Table 5.4 shows the selected action and the number of opponent stones

captured at each mini-max setup.

Figure 5.4: The actions taken by mini-max at different levels of tree depth.

Figure 5.4 illustrate the actions predicted by mini-max after running the al-

gorithm with different tree depth. A: show min-max with 2 levels depth. The

algorithm moved the stone from B3 down to C3 which resulted in capturing two

of opponent stones at B2 and C2. B: show min-max with 4 levels depth, the

algorithm moved the stone from B4 Up to A4 and the opponent stone at A3 is

captured. In C: min-max with 6 levels depth is used, the algorithm moved its

stone from B3 down to C3, the two opponent stone at B2 and C2 is captured.

D: min-max using 8 levels depth, the algorithm moved the stone from D3 up to
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5.4 Discussion

C3, this action captured 4 of the opponent stone at C2, D2, D4, and E2.

5.4 Discussion

In this section, we will discuss the results of the proposed approach, The two

agents are trained with random policy and without any human intervention. the

goal for the two agents is to learn the rules of the game which prevent them from

taking wrong actions such as placing the stone at the center cell of the board.

Also to learn to take the best actions that leads to win the game and defeat the

opponent player.

The results for both agents shown that they learned the rules of the game and

their action based on the knowledge that they learned.

In the first few iteration shown in table 5.1 and table 5.2 depicts that the

agents were defeated by the initial random policy since they didn’t learned from

enough samples. We adapted the 0.6 as threshold to accept or reject the newly

trained model. To accept the agent it should win at least 60% of the games, this

threshold prevent us from accepting a model that won randomly by chance.

Also, we used the Elo ranking system to evaluate the agents, as shown in

figure 5.1 and figure 5.3, the agents skills are improved over time.

When compared to mini-max, the mini-max algorithm needed 48 minutes to

get the same result of our trained model which needed 13 ms. As shown in table

5.3 the time needed to predict the action is dramatically increased when the depth

of search is increased which makes this methodology not acceptable in the real

world game. When using a small value search depth, the results of the algorithm

will be naive and could not lead to winning the game since the algorithm explored
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5.4 Discussion

only a small part of the tree.
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Chapter 6

Conclusions

In this thesis, we used the Reinforcement Learning method to develop a computer

program that can play Seega Game; which is one of the oldest board games. This

game is similar to chess but with more complex rules. Seega has two stages;

In the first stage, the players position their stones on the board in a strategic

manner. In the In the second stage, the players move their stones vertically or

horizontal to capture the opponent’s stones.

We developed two computer agents that can play Seega game, the first agent

can play stage-1 of the game namely Positioning Agent, the other agent can play

the stage-2 of the game namely Moving Agent. We used reinforcement learning

to train the two agents on self-play games without human data or guidance.

In this work, we proposed using the Monte Carlo tree search to play and

simulate games, and deep convolution neural networks to train the agents. We

have divided the training process into two steps; In the first step, we trained

the Moving Agent using self-play games on randomly-generated boards; which

trained the agent to select the best moves of the piece’s to win the game. In the

second step, we trained the Positioning Agent using self-play games starting from

an empty board to select the best cell to place the piece’s in the perspective of
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6.1 Future Work

the current player. The trained Moving Agent is also be used during the training

of Positioning Agent to predict the winner of the game when the players finish

positioning all their pieces instead of playing the full game. During the training

and after each iteration we evaluated the newly trained model and compared it

with the best-selected model so far by playing many games against it, the newly

trained model is accepted as the best-model if it wins 60% of the games, the Elo

rating system is used to calculate the points for each model. This evaluation

step improved the training process since the accepted model is used in the next

iterations to generate better playing samples to train the neural network.

To evaluate our methodology, we developed another computer program that

plays Seega game using the classical tree search algorithm mini-max. We used a

board with the same arrangement of its stones to compare the playing skills of

the trained model and the mini-max algorithm.

The experiment results show that the two agents learned the rules of the

game, and their actions clearly show the knowledge they got during the training.

This makes our methodology suitable to be used in real-world games in terms

of accuracy of playing and the low computing power and time needed to use the

trained models compared with the traditional mini-max algorithm.

This work is good evidence of using reinforcement learning to solve board

games similar to Seega. especially those that lake the pre-collected training date

data.

6.1 Future Work

Although the provided analysis and methodologies are quite good and constitute

a powerful proof of the skills of the trained agents, there are some improvements
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6.1 Future Work

that can still be made. Different experiments have been left for the future because

of a lack of time.

We suggest the following future extensions to our work:

• We suggest running the same experiments on a server with more computer

power and for more period of time. This could lead the agents to get more

knowledge and improve their playing skills.

• Try another neural network architectures to train the two agents.

• Another work that can be done is to develop an actual game with a graphical

user interface (UI) that can use the trained model to play against the actual

people.
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Appendix A

Result tables

iteration samples new-model wins old-model wins accepted?

1 2,400.00 35 35 NO

2 4,800.00 33 37 NO

3 7,200.00 36 34 NO

4 9,600.00 35 35 NO

5 14,400.00 38 32 NO

6 16,800.00 35 35 NO

7 16,800.00 45 25 YES

8 19,200.00 36 34 NO

9 21,600.00 35 35 NO

10 24,000.00 28 42 NO

11 26,400.00 40 30 YES

12 28,800.00 29 41 NO

13 31,200.00 32 38 NO

14 33,600.00 30 40 NO

15 36,000.00 29 41 NO

16 38,400.00 29 41 NO
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17 40,800.00 31 39 NO

18 43,200.00 41 29 YES

19 45,600.00 31 39 NO

20 48,000.00 39 31 YES

21 50,400.00 32 38 NO

22 52,800.00 33 37 NO

23 55,200.00 36 34 NO

24 57,600.00 39 31 YES

25 60,000.00 38 32 NO

26 62,400.00 42 28 YES

27 64,800.00 39 31 YES

28 67,200.00 37 33 NO

29 69,600.00 46 24 YES

30 72,000.00 34 36 NO

31 74,400.00 32 38 NO

32 76,800.00 36 34 NO

33 79,200.00 31 39 NO

34 81,600.00 30 40 NO

35 84,000.00 23 47 NO

36 86,400.00 36 34 NO

37 88,800.00 32 38 NO

38 91,200.00 35 35 NO

39 93,600.00 37 33 NO

40 96,000.00 38 32 NO
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41 98,400.00 28 42 NO

42 100,800.00 40 30 YES

43 103,200.00 35 35 NO

44 105,600.00 35 35 NO

45 108,000.00 36 34 NO

46 110,400.00 35 35 NO

47 112,800.00 31 39 NO

48 115,200.00 43 27 YES

49 117,600.00 36 34 NO

50 120,000.00 34 36 NO

51 122,400.00 40 30 YES

52 124,800.00 43 27 YES

53 127,200.00 38 32 NO

54 129,600.00 38 32 NO

55 132,000.00 39 31 YES

56 134,400.00 45 25 YES

57 136,800.00 40 30 YES

58 139,200.00 22 48 NO

59 141,600.00 37 33 NO

60 144,000.00 35 35 NO

61 146,400.00 40 30 YES

62 148,800.00 33 37 NO

63 151,200.00 37 33 NO

64 153,600.00 37 33 NO
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65 156,000.00 27 43 NO

66 158,400.00 30 40 NO

67 160,800.00 37 33 NO

68 163,200.00 31 39 NO

69 165,600.00 42 28 YES

70 168,000.00 27 43 NO

71 170,400.00 32 38 NO

72 172,800.00 32 38 NO

73 175,200.00 37 33 NO

74 177,600.00 32 38 NO

75 180,000.00 35 35 NO

76 182,400.00 33 37 NO

77 184,800.00 30 40 NO

78 187,200.00 36 34 NO

79 189,600.00 32 38 NO

80 192,000.00 34 36 NO

81 194,400.00 32 38 NO

82 196,800.00 35 35 NO

83 199,200.00 36 34 NO

84 201,600.00 39 31 YES

85 204,000.00 49 21 YES

86 206,400.00 28 42 NO

87 208,800.00 31 39 NO

88 211,200.00 26 44 NO
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89 213,600.00 453 -383 YES

90 216,000.00 24 46 NO

91 218,400.00 31 39 NO

92 220,800.00 30 40 NO

93 223,200.00 39 31 YES

94 225,600.00 32 38 NO

95 228,000.00 31 39 NO

96 230,400.00 29 41 NO

97 232,800.00 37 33 NO

98 235,200.00 30 40 NO

99 237,600.00 37 33 NO

100 240,000.00 32 38 NO

101 242,400.00 34 36 NO

102 244,800.00 35 35 NO

103 247,200.00 29 41 NO

104 249,600.00 34 36 NO

105 252,000.00 30 40 NO

106 254,400.00 27 43 NO

107 256,800.00 31 39 NO

108 259,200.00 32 38 NO

109 261,600.00 31 39 NO

110 264,000.00 36 34 NO

111 266,400.00 29 41 NO
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