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Abstract

Different machine learning classifiers work well only when the training data is

balanced. That is, when the number of positive examples is similar to the number

of negative examples. If the training data is not balanced, the performance of the

classifiers will degrade.

This thesis presents an approach for handling the two-class classification prob-

lem in classifying imbalanced datasets using weighted support vector machine

(WSVM) with particle swarm optimization algorithm (PSO). This study imple-

mented other algorithms such as Random Forest (RF), support vector machine

(SVM) and WSVM to compare their results with our implemented enhanced

weighted SVM (EWSVM) results. Five benchmarks datasets, with different im-

balance ratios, were used to evaluate our approach. The classification performance

was evaluated using four measurements which are; Area under curve (AUC), Sen-

sitivity, Specificity and Accuracy.

This approach was compared with other implemented algorithms; Random Forest,

SVM and weighted SVM and enhanced the classification performance for Ecoli4

and Poker datasets in terms of AUC.

Our results was compared with other researches in the literature that uses SVM,

weighted SVM, SVM with PSO and ensemble AdaBoost. When classifying Pima

dataset, it has a better performance of 0.71 than using SVM classifier without

weights with 0.6768 in terms of AUC and better than 0.704 that uses Adaboost

and a result of 0.95 closed to 0.96 that uses Adaboost when classifying Ecoli4

dataset and good results for the other datasets in terms of sensitivity, specificity

and accuracy.
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Chapter 1

Introduction

Classifier’s training data is called imbalanced when the number of examples in at
least one class (the positive class) is very small with respect to the examples in
other classes [34]. This case causes a degradation in the performance of the clas-
sifier as classifiers concern in improving the overall accuracy of the classification
[34]. When the training data is imbalanced, the classifier is biased to the major-
ity class so we need to improve the classifier performance for the minority class
by minimizing the number of miss-classified examples. In the real world, many
datasets are highly skewed, in which most of the training data samples belong to
a larger class and fewer of the training data samples belong to a smaller class, for
example, telephone fraud detection and credit card fraud detection [23].

In recent years, different methods have been proposed to handle the class im-
balance problem at two levels. These are the data level and the algorithm level
[15].
Data level methods include data re-sampling methods for balancing the training
data, while algorithm level includes methods that modify the used classifier such
as cost sensitive learning. Re-sampling methods for handling imbalanced data are
under-sampling and over-sampling. In the random under-sampling method, the
majority class examples are randomly selected with the size equal to the size of
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minority class examples to form a balanced training set and this may cause loss of
useful information from the majority class examples.

On the other hand, random over-sampling repeats the examples of the minority
class in order to balance the training set and this may lead to over-fitting and it is
time consuming [15]. Synthetic minority over-sampling technique () is an over-
sampling technique that modifies the examples of the minority class rather than
using them as they are [15].

Ensemble-based methods also have been used to handle class imbalance problem
as they are better in performance from using the previously mentioned ones [18].
These methods first balance the training dataset using the data re-sampling meth-
ods [5, 11, 23], or by including an algorithm modification such as cost sensitive
learning [11] [36]in the learning process to minimize the number of misclassified
examples in the minority class bu56t this method may cause over-fitting.

As stated previously, cost-sensitive learning was used to improve the performance
when classifying imbalanced datasets. This approach considers higher costs for
the miss-classification of samples of the positive class with respect to the negative
class. For this purpose, weighted support vector machines are powerful classi-
fiers and can be used to assign each training sample a different penalty of miss-
classification so that the classification accuracy for the class with smaller training
samples is improved [20]. Each training sample should have a different weighting
factor in imbalanced data according to its importance for classification, and this
can be achieved in imbalanced datasets by sitting different weighting factors for
training samples of the different class which is the positive class.

Several methods have been used for selecting the weights for training samples
such as calculating fixed weights and optimizing weights using Particle Swarm
Optimization Algorithm (PSO) [19, 16].
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In this research, we used PSO to optimize the weights of the training data
samples with a support vector machine (SVM) classifier.

1.1 Thesis objective

• The basic objective of this thesis is to enhance the classification perfor-
mance of imbalanced datasets with different imbalance ratios using weighted
support vector machine algorithm by optimizing the weights of the training
samples using the PSO optimization algorithm.

• We have another objective which is to apply other classification methods on
the same datasets and to compare their classification performance with our
proposed method.

1.2 Contributions

In this thesis, we proposed to enhance weighted SVM by optimizing the used
weights using PSO and we made the following contributions:

• Build a model that enhances the classification performance of imbalanced
datasets.

• Optimize the weights of the weighted SVM algorithm using PSO.

• Conduct comparisons with previous work to verify the effectiveness of our
approach.

• Apply other classification algorithms to compare their performance with our
proposed model using well known datasets benchmarks.

3



1.3 Thesis organization

The remaining parts of the thesis are organized as follow; Chapter 2 describes
background and theories on basic concepts that are needed to understand the rest
of the thesis and contains a summary of some previous works related to our work.
Chapter 3 covers the methodology used to enhance the classification performance
when classifying imbalanced datasets. Chapter 4 demonstrates experiments and
the results achieved by the work, and results discussion. Finally, Chapter 5 con-
cludes the work and propose some new direction for the future work.
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Chapter 2

Background and Literature Review

This chapter presents a theoretical background and concepts that are related to this
thesis. In addition it summaries related works in handling imbalanced datasets.

2.1 Background

This section gives a brief introduction on machine learning concept. Then, it de-
scribes data classification and classifiers implemented for this thesis. After that, it
explains some aspects of bio inspired optimization algorithms, the PSO optimiza-
tion algorithm and radial basis function neural network (RBF-NN).

2.1.1 Machine learning

Machine learning (ML) ”is a core sub-area of artificial intelligence (AI) ; it enables
computers to get into a mode of self-learning without being explicitly programmed”[2].
There are four types of machine learning [2]:

• Supervised learning: in this type, training data samples include the labels
(outputs) and this type is used by most machine learning algorithms.

Supervised learning consists of three types, which are:
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– Classification: in this type, the function being learned is discrete.

– Regression: in this type, the function being learned is continuous.

– Probability estimation: in this type, the output of the function is a
probability.

• Unsupervised learning: in this type, training data samples does not include
the desired labels(outputs), for example, clustering method.

• Semi-supervised learning: in this type, training data samples include a small
number of labeled data with a large number of unlabeled data.

• Reinforcement learning : this type rewards from a sequence of actions, for
example, Q-learning algorithm learns a policy that tells an agent what ac-
tions to take under what circumstances.

In general, the process of implementing ML algorithms can be summarized as
follows [2]:

1. Start loop

(a) Understand the domain and goals.

(b) Data selection, cleaning and pre-processing:this aims to have high
quality data

(c) Apply learning models

(d) Interpreting results: this depends on what domain experts want the
results to be.

(e) Deploying discovered knowledge: the resulted project used in prac-
tice.

2. End loop
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2.1.2 Data classification

Classification is assigning a given input, called a case, to one of predefined classes.
A case is described by a collection of features [32]. Classification has two phases
[25] ; training phase and testing phase. In the training phase, the model learns
to classify new test examples by choosing parameters of the classifier to get the
highest results of the classifier. In the testing phase, the model classifies the test
examples. Sections 2.1.3, 2.1.4 and 2.1.5 explain the applied classifiers in this the-
sis which are Random Forest (RF), Support Vector Machine (SVM) and weighted
Support Vector Machine(WSVM).

2.1.3 Random Forest classifier

Random Forest (RF) is an ensemble classifier that trains a number of decision
trees M in order to classify an instance z . The target class is the class that has the
majority votes from all the trees. Algorithm 1 clarifies the steps of implementing
RF [6].

Algorithm 1 Random Forest

1. For m = 1 to M

(a) Select N instances at random but with replacement

(b) For each N, construct Tm as follows:

i. Select w variables at random from N

ii. Choose the best variable to split the node

iii. Repeat 1 and 2 to maximum possible size without pruning

2. Print the majority vote of the instance z from the votes of all the trees
Tm(z)

M
m=1
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where Tm is the m− th tree, w is the number of variables that will be selected
from the N instances to construct the tree Tm. RF can run efficiently on large
datasets. It gives estimates of what variables are important in the classification
and it has a method for estimating missing data and maintains accuracy when data
is missing [11].

2.1.4 SVM classifier

SVM [39] realizes a hyper plane surface in the input space. The separation func-
tion can be represented as a linear combination of kernals associated with the
support vector as shown in equation 2.1:

f (x) = ∑
x j∈S

α jy jK(x j,x)+b (2.1)

Where α ≥ 0, y j = 1, x j is an example with y j = 1, K(x j,x) is the kernal
function that maps the input example to the high dimensional feature space and b

is the offset.
If we have l data vectors (xi,yi), i = 1,2, . . . , l, yi ∈ {−1.1},xi ∈R2 where xi is the
i− th vector that belongs to a binary class yi. A class label of any input x can be
identified using the following decision function Y (x) = sgn[w.φ(x)+b].
Where φ(x) is a nonlinear mapping of the input data x into the high dimensional
feature space and sgn is the sign of Y (x). The optimal separating hyper–plane for
svm is w.φ(x)+b = 0 is obtained by solving the following optimization problem:

minw,b,ξ
1
2
‖w‖+C

l

∑
i=1

ξi (2.2)

where yi(w.φ(xi)+b)≥ 1−ξi, ξi ≥ 0, i = 1,2, . . . , l,ξi(i = 1,2, . . . , l) are the
slack variables and C is a penalty parameter chosen by the user, a larger C means
assigning a higher penalty to mis-classification [20].
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2.1.5 WSVM classifer

In the classification using standard SVM, parameter C is empirically selected
and may not consider the importance of the training samples that are important
to be classified to the correct class and some samples that may tolerate mis-
classification. So, training samples should have different weighting factor for
classification. For this reason, weighted SVM is proposed in which it gives a dif-
ferent C for each training sample such that the optimization problem will be as
follows:

minw,b,ξ
1
2
‖w‖+C

l

∑
i=1

Siξi (2.3)

where yi(w.φ(xi)+ b) ≥ 1− ξi, ξi ≥ 0, i = 1,2, . . . , l, and Si is a weighting
factor for the i− th training sample.

2.1.6 Bio Inspired Optimization Algorithms

Bio inspired stochastic algorithms are called meta-heuristic methods and has abil-
ity to solve complex problems with computational efficiency compared to deter-
ministic techniques [10]. The main purpose of these algorithms is to find the best
solution for a problem. Bio inspired optimization algorithms are categorized as
evolutionary algorithms (EAs) and swarm-based algorithms. Swarm-based algo-
rithms are inspired by the behavior of animals and evolutionary algorithms are
mimicking the natural evolution base [10].

Evolutionary Algorithms

Evolutionary Algorithms (EAs) are stochastic search and optimization heuristics
derived from the evolution theory [42]. These algorithms can be used to solve hard
problems and they only need little problem specific knowledge and can be applied
to wide range of problems. EA methods only need the target (fitness) function
for a given problem which is to be optimized [42]. The main idea for EA is
that when individuals of a population are reproduced and met a certain selection
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criteria (fitness value) and the other individuals of the population die, the new
population will be the individuals that best meet the selection criteria [42]. The
general scheme for EA is stated in Algorithm 2 [42].

Algorithm 2 General EA Algorithm

1. Initiate a random population (pop)

2. Evaluate all individuals from pop

3. Choose the best individuals from pop to generate the next generation

4. Create the next generation

Swarm-Based Algorithms

These algorithms were designed according to swarm intelligence that has a collec-
tive behavior of decentralized, self-organized systems interacting with each other
and with their environments.
Swarm intelligence deals with systems consist of many individuals that coordinate
using self- organization. The most popular examples of swarm intelligence are
Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO) [10].
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Algorithm 3 PSO Algorithm

1. Initialize random position (Pi) and velocity (Vi) for each particle

2. For it = 1 to max iteration

(a) Calculate the fitness function for each Pi

(b) if fitness (Pi) > pbest then
Update pbest(up)

(c) end if

(d) Set best of all up of particles as gbest(ug)

(e) Update Pi and Vi using equations (2.4) and (2.5)

3. Give the optimal solution gbest(ug)

2.1.7 Particle swarm optimization algorithm (PSO)

PSO is an optimization technique designed to mimic the flocking behavior of birds
searching for food randomly in a particular area and they don’t know the location
of food but they find out how far it is available [10] [9]. Each solution in PSO
is known as a particle. Every particle has a fitness value, a velocity (Vi) and a
position (Pi). PSO algorithm starts with a group of random particles then finds an
optimal solution at each iteration. The first solution is Pi and the second-best value
is known as personal best up. The global best value ug is the best optimal solution
obtained by all particles so far in the swarm. The velocity and the position are
updated at each iteration in the PSO algorithm until the last criteria of optimization
or maximum iteration (max iteration) according to equation 2.4 and equation 2.5
respectively. The steps of implementing PSO are shown in Algorithm 3 [10].

Vi(t +1) = wVi(t)+ c1.r1(t)(Pb(t)−Pi(t))+ c2.r2(t)(Pg(t)−Pi(t)) (2.4)
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Pi(t +1) = Pi(t)+Vi(t) (2.5)

where i = 1,2, ...m is the number of particles, t + 1 is the current iteration
number, t is the previous iteration number, w is the inertia weight, c1 and c2 are
the acceleration constant factors usually between (0,2), Pi is the best previous
position of particle i known as personal best position (pbest), Pg is the position
of the best particle among all the particles in the swarm known as the global best
position (gbest), r1 and r2 are random numbers distributed uniformly in [0,1].

2.1.8 Radial Basis Function Neural Network

Radial Basis Function Neural Network (RBF-NN) is a type of neural network that
is mainly applied to supervised learning problems such as classification, regres-
sion and time series prediction [29]. The RBF-NN has three feed-forward layers,
which are the input layer, the hidden layer and the output layer.

As shown in Figure 1, each of n examples feed forward to N basis functions.
Then their outputs are combined with M weights to form the network output ym.
The examples that feed the hidden layer have to be from the same class at one
time. So, y will be the resulted function from this particular class [29] [13]. The
activation function in the hidden layer (φ ) will be the Gaussian function as shown
in equation 1 [17].

φ = exp

[
−‖x− ci‖2

σ2
i

]
(2.6)

Where x = (x1,x2, . . . xn) is a vector of input data, i = 1,2, ...,N,N is the num-
ber of nodes in the hidden layer, ci is the center of i− th hidden neuron, and σi is
the width of i− th hidden neuron.

The output ym is calculated as follow [17] :
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ym =
M

∑
m=1

wimφi(x) (2.7)

Where m = 1,2,3...,M and M is the number of nodes in the output layer. Wim

is the connection weight value between the i− th hidden layer node and the m− th

output node.

Figure 2.1: RBF Neural Network Representation [17]

Classification decision is taken by assigning the input to the class with the
highest score. The score for a specific class is obtained from each output node
according to equation 2.

2.2 Literature review

This section shows related works in handling imbalanced datasets using ensem-
ble methods, support vector machine [24], [35] and weighted SVM classifiers at
different levels; data level and algorithm level or as ensemble of classifiers to en-
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hance the performance of classifying the imbalanced datasets. The next sections
will introduce these works.

In [3], the authors used AdaBoost algorithm to classify the imbalanced dataset.
First, they proposed to under-sample the dataset then at each iteration they pro-
posed to modify AdaBoost weight update equation to include cost term. This cost
term is updated at each iteration at AdaBoost such that it will be increased for
mis-classified instances and decreased for correctly classified instances

In [14], they proposed an ensemble algorithm based on automatic clustering
and under-sampling. This approach modifies the subset of samples of the Ad-
aBoost classifier. The samples in each subset have a different weight according
to its importance. First, the algorithm clusters the majority class samples after a
sign weight to them. Then it takes the top-weighted samples in each cluster and
combines them with minority class samples to consider them as training samples.

2.2.1 Literature proposed approaches with SVM

The authors in [38] combined resampling and ensemble techniques. They have
balanced the dataset by over-sampling the support vector instances of minority
class using Synthetic Minority Oversampling Technique (SMOTE) and one class
support vector model to estimate the support vector instances. After that, they
decompose the majority class samples into clusters using their own clustering
method. The next step is to build an ensemble of SVMs to train each cluster with
the oversampled minority class samples. Their results were good compared with
other ensemble-based methods such as bagging and adaboost.

In 2011, Liu et .al [23] has also proposed to handle imbalanced data using en-
semble classifier integrated with SMOTE data level re-sampling algorithm. This
algorithm filters out the impure instances that may exist in the dataset, then uses
SMOTE to over sample the minority class samples. After that, the bootstrap sam-
pling used to under-sample the majority class so that each bootstrap sample has
the same or similar size as the over-sampled positive instances. Then, it combines

14



each bootstrap sample (of the majority class) with the over-sampled positive in-
stances to form a training set to train an SVM. The class prediction is determined
by majority voting of the ensemble of classifiers.

The authors in [33] proposed to use combined sampling methods at the data
level to first balance the datasets then applying SVM for classification. They used
SMOTE oversampling method to increase minority class samples and used Tomek
links method to under-sample the majority class samples and eliminate the noisy
samples. The results were compared with experiments using SMOTE and Tomek
links separately then classifying using SVM.

Their results were better than the other applied experiments using accuracy,
AUC, F measure metrics. In this work, they didn’t compare their results with
other studies and prove the effectiveness of their approach. The authors in [22]
proposed to first cluster the original imbalanced dataset using k-means clustering
algorithm then to over-sample the minority class examples in each cluster using
SMOTE then training the resulting clusters using ensemble SVM.

In this method, the authors did not state how to determine the number of
clusters for the clustering method. The author in [8] proposed an over-sampling
method enhances SMOTE method by sensitizing new samples closer to the ac-
tual distribution of the datasets to over-sample the minority class samples. They
also used SVM with different error coasts for the positive and negative classes. In
[9], this method uses SMOTE to generate artificial instances to over-sample the
minority class instances. It also uses PSO algorithm to optimize the hyper-plane
of the SVM classifier by choosing the artificial instances that were generated by
SMOTE to consider them as the new support vectors for SVM hyper-plane as they
improve SVM classification performance. A problem with this method is that it
has computational cost due to the use of the over-sampling method. The authors
in [40] used under-sampling to delete samples from majority class samples by first
dividing the imbalanced dataset to m subsets then use one of the subsets to train
SVM classifier and generate the hyper-plan and delete samples that far from the
hyper-plan. After that, they use the SMOTE algorithm to over-sample the positive
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samples that exist in the subset. The next step is to train new SVM classifier and
to repeat the same mentioned process for the rest of the subsets.

The main drawback of this method is that the final resulted classifier is trained
using a subset of the data and this may lead to loss of important information from
other subsets of samples.

Another approach [26] proposes to over-sample minority class samples by
generating synthetic instances for each instance in the minority class. they mod-
ified the SMOTE algorithm when using the original instance and one of the ran-
domly selected neighbour instance to generate the synthetic instance. After that,
they propose to modify the kernel matrix of SVM to include the generated syn-
thetic instances. In [7] they used hybrid re-sampling for balancing the dataset.
They used SMOTE over-sampling algorithm to increase the number of samples in
the minority class and use one side selection (OSS) under-sampling method to re-
duce the number of samples in the majority class then merge the resulted datasets
to train the SVM classifier.

. In [37], they modified the weight of AdaBoost classifier using cost parameter
when using SVM as base learner.

2.2.2 Literature proposed approaches with WSVM

In [41] they proposed to assign different weight values of the support vector ma-
chine for each instance in the dataset. This weight value is updated using a boost-
ing algorithm. The authors in [21] proposed a weight factor to be included in
SVM with quadratic cost function (lagrangian SVM). This weight is calculated
for each instance in the dataset using equation 3.1 in section 3.2.1.

In [16], they used weighted SVM to classify the imbalanced datasets using soft
margin SVM (C-SVM). They choose to use fixed weight value for each sample
in each class. For majority class samples, the weight is 1 and for minority class
samples the weight is m+/m−. where m+ is the majority class samples and m−
is the minority class samples. The authors in [12] proposed to assign weights for
each feature of the samples in the dataset and this weight depends on the average
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value of the feature values in the positive class samples and the average value of
this feature values in the negative class samples.

According to the literature, few studies have used PSO for optimizing weights
of weighted SVM method. Some algorithms used re-sampling methods with other
classifiers such as SVM, other algorithms used ensemble methods with SVM, and
there are algorithms used weighted SVM with fixed weights for samples. So, in
our thesis we propose to use PSO optimization algorithm in order to optimize
weights of the weighted SVM algorithm.
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Chapter 3

Data and Applied Models

This chapter discusses the data benchmarks and the applied models that were used
in order to classify the imbalanced datasets. The first section 3.1 introduces the
selected benchmarks datasets. Then section 3.2 discusses the three classifiers that
were applied in order to compare their performance with our enhanced classifier
and will also clarify our proposed classifier that uses PSO for optimal weights for
weighted SVM. Section 3.3 describes the PSO representation for our approach.
Finally, section 3.4 will show the performance evaluation technique that used to
evaluate our proposed approach.

Four classifiers are applied so that we can compare three of them with our
proposed model that enhances the classification accuracy using PSO for optimal
weights of weighted support vector machine (WSVM). Figure 3.1 shows the steps
were used to implement our proposed model. Section 3.2 will clarify our proposed
algorithm for the classification of the selected imbalanced datasets.

3.1 Data selection

Five benchmark datasets were selected from the public KEEL Imbalanced Data
repository in order to test our proposed approach [4]. These datasets are tow-class
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Figure 3.1: Our proposed algorithm for the classification of imbalanced data

problem related datasets to use with 10-Fold-cross validation. The selection of
the datasets was according to their imbalance ratios. Table 3.1 shows the names
of the five datasets sorted by the value of the imbalance ratio with the number of
features, training data samples, testing data samples, hidden data samples and all
samples. Imbalance ratio (IR) is often used to indicate that at least one class has
a very small number of examples with respect to the examples in other classes
[34]. This ratio can be calculated when dividing the number of examples in the
majority class (the negative class) by the number of examples in the minority
class (the positive class). All the datasets were split into training dataset with 70%
of the data samples, with the same imbalance ratio as the original dataset, and
testing dataset with 30% of the data samples. The steps of splitting the datasets
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into imbalance training dataset and hidden dataset are as follow:

1. Randomly select 70%, as training dataset, from the original dataset.

2. Open the resulted training dataset manually and ensure the imbalance ratio.

3. If the imbalance ratio is not correct then manually modify the ratio by re-
placing samples from positive and negative classes to get the required im-
balance ratio.

4. The remaining 30% of the data samples will be the hidden dataset.

Table 3.1: Summary for the imbalanced datasets used in the experiments

Imbalanced dataset Imbalance ratio Features Training samples Hidden data samples All Samples
Pima 1: 1.86 8 535 230 768
Ecoli4 1: 15.8 7 233 100 336
Glass5 1: 22 9 147 64 214
Poker-9vs7 1: 29.5 10 168 73 244
Yeast6 1: 41.4 8 1035 445 1484

In this research, we will test our proposed approach with datasets with differ-
ent imbalance ratios. Starting from datasets low IR (PIMA data set (IR= 1: 1.86),
Ecoli4 (IR = 1: 15.8)) then datasets with moderate IR (glass5 (IR=1: 22.78),
Poker-9 vs 7 (IR=1:29.5)) and finally a dataset with severe IR (yeast6 (IR= 1:40)).
Section 3.1.1 will show a brief description of the selected five imbalanced datasets.

The selected imbalanced datasets can be categorized as follow:

1. Low imbalance ratio datasets
This category includes two datasets; Pima dataset with 1: 1.86 IR and
Ecoli4 dataset with 1: 15.8 IR.

• Pima dataset
Pima dataset (Pima Indian’s Diabetes Dataset) has diagnostic mea-
sures as attributes which can be used to predict the onset of diabetes.
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This dataset has two classes; A positive class and a negative class.
The total number of instances is 768 in which 268 ( 34.9%) belong to
the positive class and the remaining 500 (65.1%) belong to the neg-
ative class. Pima IR can be calculated when dividing the number of
instances belongs to the negative class by the number of instances be-
longs to the positive class. 500/268 = 1.86 which can be written as 1:
1.86.

• Ecoli4 dataset
Ecoli4 dataset contains information of Escherichia coli. It is a bac-
terium of the genus Escherichia that is commonly found in the lower
intestine of worm blooded organisms. This dataset has two classes; A
positive class and a negative class.

The total number of instances is 336 in which 20 ( 6%) belong to
the positive class and the remaining 316 (94%) belong to the negative
class.

Ecoli4 IR can be calculated when dividing the number of instances
belongs to the negative class by the number of instances belongs to
the positive class. 316/20 = 15.8 which can be written as 1: 15.8.

2. Moderate imbalance ratio datasets
This category includes two datasets; Glass5 dataset with 1: 22.78 IR and
Poker-9 vs 7 dataset with 1:29.5 IR.

• Glass5 dataset
Glass5 dataset identifies 7 types of glasses using 9 features. This
dataset has two classes; A positive class and a negative class. The
positive class represents class 5 of glass and the remaining 6 classes
represents the negative class.

The total number of instances is 214 in which 9 ( 4.2%) belong to the
positive class and the remaining 205 (95.8%) belong to the negative
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class.

Glass5 IR can be calculated when dividing the number of instances
belongs to the negative class by the number of instances belongs to
the positive class 205/9 = 22.78 which can be written as 1 : 22.78.

• Poker-9 vs 7 dataset
Poker-9 vs 7 dataset is a description of a hand consisting of 5 playing
cards. Each card has two attributes; Rank and suit, So that it has 10
features. This dataset has two classes; A positive class and a negative
class. The positive class represents class 9 poker hand and the negative
class represents class 7 poker hand.
The total number of instances is 244 in which 8(0.03%) belong to the
positive class and the remaining 236(0.97%) belong to the negative
class.

Poker-9 vs 7 IR can be calculated when dividing the number of in-
stances belongs to the negative class by the number of instances be-
longs to the positive class 236/8 = 29.5 which can be written as 1 :
29.5.

3. Severe imbalanced ratio dataset
This category includes Yeast6 dataset with 1:41.4 IR.

• Yeast6
Yeast6 dataset contains information on yeast in order to predict the local-
ization sites of proteins. This dataset has two classes; A positive class and
a negative class. The positive class represents class 6 which is extracellular
(Exc) and the remaining classes are represented by the negative class. The
total number of instances is 1484 in which 35(0.02%) belong to the positive
class and 1449 (0.98%) belong to the negative class.
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Yeast6 IR can be calculated when dividing the number of instances belongs
to the negative class by the number of instances belongs to the positive class
1449/35 = 41.4 which can be written as 1 : 41.4.

All of the datasets were divided into training data and testing data used with
10-fold cross-validation with 70% of the original dataset and the remaining 30%
of the dataset was used as hidden data for the blind test of the model.

These datasets will also be tested using another three classifiers which are
Random Forest classifier, SVM classifier and weighted support vector machine
(WSVM) classifier in order to compare their results with our proposed enhanced
weighted SVM results.

The next section 3.2 will clarify the steps of implementing the three classifiers;
Random forest SVM and weighted SVM.

3.2 Learning algorithms description

We have applied three classifiers which are Random Forest (RF), Support Vector
Machine (SVM) and weighted Support Vector Machine (WSVM) in order to com-
pare their performance with our proposed model. This comparison will show that
our proposed enhanced weighted SVM (EWSVM) using PSO has a better clas-
sification performance than the other three classifiers in classifying datasets with
different levels of imbalanced ratios. In this section we will present the algorithm
of each of them.

3.2.1 Random forest, SVM and weighted SVM algorithms de-
scription

This section discusses the steps that we have used to implement the three classi-
fiers in order to compare their performance with our proposed model when clas-
sifying imbalanced datasets with different imbalance ratios.
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Figure 3.2: The steps of implementing the three classifiers (RF, SVM and
weighted SVM)

As shown in figure 3.2, the imbalanced dataset has pre-processed using nor-
malization then split into training dataset and hidden dataset. The training dataset
was used with cross validation and split into two parts; training and testing dataset.
The training dataset was used to train the classifier and the testing dataset was used
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to evaluate the performance of the classifier at the training process. The hidden
dataset was used in the final evaluation of the classifier.

Random forest classifier has a parameter which is the number of trees used in
the classifier.

Weighted SVM classifier has a parameter which is weight. Weights are used for
every sample in the training dataset and these weights are fixed and calculated
using this formula [21]:

wi =


1 i f yi = 1 and NposNneg,

Nneg
Npos

i f yi = 1 and Npos < Nneg,
Npos
Nneg

i f yi =−1 and NposNneg,

−1 i f yi = 1 and Npos < Nneg

(3.1)

Where, Npos is the number of the positive class samples and Nneg is the number
of the negative class samples.

3.2.2 Enhanced weighted SVM model description

This section clarifies our enhancement on the weighted SVM to improve the per-
formance when classifying imbalanced datasets with different imbalance ratios.
Our proposed approach (EWSVM) uses PSO algorithm with SVM classifier. PSO
is used to optimize the weight for each individual data sample in the training
dataset. We used PSO because it is an optimization technique and has many ad-
vantages such as; it is simple and easy to implement and it has a high convergence
rate to get the best solution [10]. PSO also has few parameters to adjust and it
provides optimal solution to the applications with limited computational resources
such as memory [10]. As shown in figure 3.3, the dataset is pre-processed using
normalization then split into training dataset and hidden dataset. The steps for
implementing enhanced weighted SVM are as follow:
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Figure 3.3: The steps of implementing our proposed EWSVM model

1. Pre-processing the dataset using normalization in order to change the values
if the features to a common scale.

2. Splitting the dataset into two parts; training dataset and hidden dataset.

3. Selecting the best parameters (popSize, maxIt) for PSO.
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4. Applying cross-validation on the training dataset so that training dataset and
testing dataset will be generated.

5. Applying PSO in order to generate candidate weights that will be used in
training the weighted SVM classifier.

6. Evaluating the generated candidate weights using the testing dataset.

Steps for 4,5 and 6 will be repeated until reaching the stopping condition.
There are two types of stopping conditions to select one of them [27]:

• Stopping condition based on generation procedure; in this type the
number of iterations is predefined.

• Stopping condition based on an evaluation function; in this type, the
operation will be repeated until the optimal solution is reached accord-
ing to some evaluation function.

7. Validating the final selected weights if they are valid or not by using the
hidden dataset.

3.3 PSO Representation used in our approach

Particle swarm is denoted by P = [p1, p2, . . . ..pm]. Each particle is a vector with
(1∗ (Nneg +Npos)) dimensionality.

Where Nneg is the number of negative samples in the training dataset and Npos

is the number of positive samples in the training dataset and m is the size of the
initial population.

The problem is to determine the optimal samples weights that improve perfor-
mance. (m∗ (Nneg +Npos)) is the dimensional search space.

The search space of each individual W = [w1,w2, . . . ..wNpos+Nneg ] is

Wmin = 1
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Wmax = Nneg/Npos (3.2)

Each particle p(i) has (1∗(Nneg+Npos)) dimensional velocity V = [v1,v2, . . . ,v(Nneg+Npos)],
and this velocity is computed according to equation 3.3.

Vi(t +1) = wVi(t)+ c1.r1(t)(Pb(t)−wi(t))+ c2.r2(t)(Pg(t)−wi(t)) (3.3)

For each particle P(i), position is value of weight and this value is updated ac-
cording to the following equation.

wi(t +1) = wi(t)+Vi(t) (3.4)

The swarm of the candidate particles {PL
i }m

i=1 is moved in the search space to
find a solution, where m is the population size, l ∈ {0,1, . . . .,L} denotes the l− th

movement of the swarm.

3.4 Performance evalution

In our proposed approach we used the area under the receiving operating charac-
teristic curve (AUC) as a fitness function for PSO. We also used AUC , sensitivity,
specificity and classification accuracy for validation and performance evaluation.
AUC is calculated using 3.5 equation [31].

AUC =
T PR+T NR

2
(3.5)

where TPR is the true positive rate (sensitivity) and is the true negative rate
(specificity).

Sensitivity can be calculated using the following formula:

Sensitivity(Acc+) =
T P

T P+FN
(3.6)
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Specificity can be calculated using the following formula:

Speci f icity(Acc−) = T N
T N +FP

(3.7)

Accuracy can be calculated as shown in the following formula:

Accuracy(Acc) =
T P+T N

T P+T N +FP+FN
(3.8)

Where TP (True Positive) is the number of positive samples that are correctly
classified, FP (False Positive) is the number of negative samples that are incor-
rectly classified as positive, TN (True Negative) is the number of negative sam-
ples that are correctly classified as negative, FN (False Negative) is the number of
positive samples that are incorrectly classified as negative.
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Chapter 4

Experiments and Results

This chapter will show the experimental results of our proposed enhanced weighted
SVM approach. First section 4.1 describes the computing environment and exper-
imental settings that were used to conduct this work. Then, section 4.2 describes
the parameters selection of PSO. Section 4.3 presents the pre-processing phase
used. Section 4.4 presents the classification results of the datasets using Random
Forest, SVM and weighted SVM classifiers. Finally, section 4.5 shows the clas-
sification results of our proposed approach and compares it with traditional three
applied classifiers and with the results obtained by other researches using the se-
lected benchmarks.

First of all, we have used Radial Basis Function () nueral network with genetic
algorithm to enhance the performance of classifying imbalanced datasets. RBF
centers were selected using k-means on each class [28]. RBF radii were computed
according to the following equation

δ
2 =

∑ |xi− ck|2

n
(4.1)

where n is the number of the class instances, i : [1,2,3, ...,n], and ck is the
k− th center of the class, where k : [1,2,3, ..., number of the class centers]. The
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weights were optimized using genetic algorithm. The results were not enhanced
when increasing the number of centers and the best AUC when classifying Pima
dataset was 72%.

Another experiment we have applied using RBF neural network with PSO. RBF
parameters were computed using the same methods as that used with genetic, but
weights were optimized using PSO. The best AUC we got when classifying Pima
dataset was 73% and the results were not enhanced when increasing the number
of centers.

According to these results, we conclude that RBF is not good for imbalanced
datasets.

4.1 Computing environment

All the machine learning algorithms, that were used in our experiments, were im-
plemented using MATLAB R© 2013 under windows 10 with Core i7-7500U CPU
2.70 GHz, 8GB RAM memory. MATLAB is a high-performance language for
technical computing. It integrates visualization, programming and computation.
MATLAB is a matrix-based language and has built-in graphics to visualize data
[1]. In addition, it contains a library of pre-built toolboxes that can be used to
implement algorithms in different domains. In our experiments, we have used
libSVM- weights library in order to implement weighted SVM classifier. libSVm-
weights: libSVM is a simple software for SVM classification and regression. It
can solve C-SVM classification, nu-SVM classification, one class SVM and oth-
ers. libSVM-wheigts is a tool provides a simple interface to libSVM with instance
weights support.
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4.2 Parameters selection for PSO

This section presents the parameters that used for PSO optimization algorithm for
our proposed EWSVM approach. In order to choose the best value of the number
of iterations maxIt and the number of particles popSize, we have applied many
experiments for PSO.

Table 4.1 shows the selected parameters for PSO. Figure 4.1 illustrates the
behaviour of the PSO fitness function (AUC) according to the number of particles
when the number iterations are fixed = 40. The number of particles that gives the
best fitness value (AUC) at the fixed number of iterations is 40. After choosing
the number of particles, we have applied another experiments with the selected
number of particles to determine the best value of iterations that gives the best
fitness value and this value is 60. Figure 4.2 illustrates the behaviour of the PSO
fitness function (AUC) for each number of iteration using 60 particles.

Table 4.1: Selected parameters for PSO used in EWSVM

Parameter Value
popSize 40
maxIt(number of iterations) 60
c1 1.4
c2 1.4
wmax ( Nneg

Npos
)

wmin 1
w 1
wdamp 0.99

4.3 Pre-processing

The attributes of each of the four previously mentioned datasets are numerical val-
ues and each attribute is measured using a different scale and has a different range
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Figure 4.1: PSO fitness function (AUC) behavior according to the number of
particles

Figure 4.2: PSO fitness function (AUC) behavior for each iteration number

of possible values. Normalization is a method performed for data pre-processing
and used to standardize the range of independent features (attributes of data).

According to [30], normalization improves the classification accuracy and
speeds up the classification and the convergence of the model. We have used
it to normalize the data into the range [0,1] using equation 4.2.

Z =
Xi−Xmin

Xmax−Xmin
(4.2)
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Where Z is the new normalized value, Xi is the original attribute value, Xmin is
the minimum value of all the attribute values and Xmax is the maximum value of
all the attribute values.

4.4 Applied classifiers results

This section presents the results of applying Random forest, SVM and weighted
SVM algorithms of training and testing phases.

Each value of the results is the average value obtained after repeating the train-
ing and testing phases three times, each time with different training and testing
datasets, for each classifier.

Table 4.2 shows the results of our classification experiments for Random forest
algorithm with the five imbalanced datasets; each dataset was classified using the
applied Random forest algorithm with 50 trees. Training accuracy was computed
for the training phase then AUC, testing accuracy, Acc+ and Acc- were computed
for the testing phase using the hidden data samples of the imbalanced datasets.

Table 4.2: Classification results for Random forest algorithm

Imbalanced dataset AUC Training acuuracy Testing accuracy Acc+ Acc-
Pima 0.73 0.76 0.77 0.6156 0.8461
Ecoli4 0.80 0.98 0.97 0.6048 1
Glass5 0.71 0.98 0.97 0.4444 0.9844
Poker-9vs7 0.50 0.97 0.98 0 1
Yeast6 0.67 0.99 0.97 0.3459 0.9985

4.4.1 SVM algorithm results

Table 4.3 shows the results of our classification experiments for the SVM algo-
rithm. Training accuracy was computed for the training phase then AUC, testing
accuracy, Acc+ and Acc- were computed for the testing phase using the hidden
data samples of the imbalanced datasets.
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Table 4.3: Classification results for SVM algorithm

Imbalanced dataset AUC Training accuracy Testing accuracy Acc+ Acc-
Pima 0.71 0.77 0.74 0.6359 0.7925
Ecoli4 0.92 0.96 0.95 0.8968 0.9579
Glass5 0.92 0.96 0.95 1 0.8429
Poker-9vs7 0.59 0.92 0.88 0.2778 0.9098
Yeast6 0.86 0.88 0.86 0.8633 0.8551

4.4.2 Weighted SVM (WSVM) algorithm results

Table 4.4 shows the results of our classification experiments for weighted SVM
algorithm; Training accuracy was computed for the training phase then AUC, test-
ing accuracy, Acc+ and Acc- were computed for the testing phase using the hidden
data samples of the imbalanced datasets.

Table 4.4: Classification results for WSVM algorithm

Imbalanced dataset AUC Training acuuracy Testing accuracy Acc+ Acc-
Pima 0.73 0.74 0.75 0.71 0.7562
Ecoli4 0.94 0.96 0.94 0.9444 0.9417
Glass5 0.82 0.95 0.96 0.6667 0.9728
Poker-9vs7 0.60 0.93 0.91 0.2778 0.9335
Yeast6 0.88 0.87 0.89 0.9111 0.8594

4.5 Enhanced weighted SVM (EWSVM) results

This algorithm enhances weighted SVM algorithm by selecting optimal weights
using PSO optimization algorithm. The fitness function of PSO is AUC used to se-
lect the best weight value for each sample in the training dataset. Table 4.5 shows
the results of our classification experiments for the EWSVM algorithm. Training
accuracy was calculated using the confusion matrix of the training phase and test-
ing accuracy, Acc+ and Acc- were calculated using the confusion matrix of the
testing phase (with blind test dataset). The confusion matrix allows visualization
of the performance of classification algorithms and allows detailed analysis of
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the performance results. Table 4.6 shows the components of the Pima confusion
matrix.

Table 4.5: Classification results for EWSVM algorithm

Imbalanced dataset AUC Training accuracy Testing accuracy Acc+ Acc-
Pima 0.71 0.77 0.77 0.5336 0.8855
Ecoli4 0.95 0.99 0.99 0.91 1
Glass5 0.75 0.99 0.97 0.50 1
Poker-9 vs 7 0.66 0.99 0.97 0.33 1
Yeast6 0.55 0.98 0.98 0.1 0.9954

Table 4.6: Confusion matrix components

Positive class Negative class
Positive class TP FN
Negative class FP TN

Table 4.7: Confusion matrix for Pima dataset for training phase

Positive class Negative class
Positive class 103 79
Negative class 39 314

Table 4.8: Confusion matrix for pima dataset for testing phase

Positive class Negative class
Positive class 47 38
Negative class 16 129
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4.6 Discussion

In this section, we discuss the results of the proposed approach EWSVM and
compare them with traditional algorithms implemented to prove the efficiency of
our approach. It also compares our results with previous works when classifying
imbalanced datasets with different imbalance ratios.

Tables (4.2, 4.3 and 4.4) show the results of our experiments using Random
forest, SVM and WSVM algorithms. Our approach has good performance in
classifying all the imbalanced datasets. For Pima dataset, all of the algorithms
show good results in terms of AUC. However, our approach outperforms them in
terms of training and testing accuracies and outperforms them in terms of AUC
for Ecoli4 and Poker datasets. Accuracy in classifying negative samples (Acc-)
was better than the other traditional algorithms and EWSVM has correctly clas-
sifies all the negative samples for Ecoli4, Glass5, Poker and Yeast6 imbalanced
datasets.
In addition, the other algorithms didn’t maintain a good performance in classify-
ing negative samples, whereas our approach did for all the datasets.
According to the experiments results, all the classifiers (RF, SVM, WSVM and
EWSVM) have better performance in classifying Ecoli4 dataset (1:16 IR) than
Pima (1:2 IR). SVM and WSVM classifiers have better performance, in terms of
AUC, when classifying Yeast6 (1:41 IR) than poker (1:29 IR) and have not af-
fected, in terms of accuracy, in classifying positive samples when the imbalance
ratio increased.
SVM and WSVM classification performance, in terms of AUC, has not affected
by increasing the imbalance ratio of the datasets but EWSVM has affected except
for Ecoli4 dataset.
All the classifiers have the best performance in classifying Ecoli4 dataset. EWSVM
classification performance, in terms of accuracy and accuracy in classifying neg-
ative samples (Acc-), has not affected by the increasing of the imbalance ratio of
the datasets.
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Table 4.9 shows the results of other works in classifying Pima dataset using dif-
ferent performance measurements (AUC, Acc+, Acc- and accuracy).

Our approach has good results in terms of AUC (0.71) for Pima dataset com-
pared with [7] that uses SVM classifier, and [3] that uses Adaboost classifier.
Accuracy was high compared to other works [21] and [7] and similar to [12]. In
addition, our proposed approach maintains the performance of classifying nega-
tive samples and performs good in classifying positive samples while the other
approaches do not maintains good performance in classifying negative samples
when they have good performance in classifying positive samples.

AUC for Ecoli4 dataset is 0.95 and it is good compared with [14] that has
AUC = 0.96 using Adaboost ensemble classifier with under-sampling that assigns
weights for the training samples. Acc+ (0.91) and Acc- (100%) for Ecoli4 dataset
are the average values calculated from the confusion matrix of the blind test phase.
These results show that the algorithm did not over-fit for the training dataset.

Table 4.9: Related works results for classifying Pima dataset

Approach Performance measurement The result EWSVM result
Acc+ 0.8160 0.5336

hwang[21] - WSVM Acc- 0.7370 0.8855
Accuracy 0.7490 0.77

liu[23]-SVM Acc+ 0.6866 0.5336
Acc- 0.8201 0.8855

cao[7]-SVM AUC 0.6768 0.71
Accuracy 0.6513 0.77

cervantes[9]-(SVM+PSO) AUC 0.7420 0.71
cheng[12]-(weighted-features SVM) Accuracy 0.77 0.77

ahmed[3]-adaboost AUC 0.704 0.71
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Chapter 5

Conclusion and Future Work

This chapter concludes this thesis and discuss future work perspectives.

5.1 Conclusion

In this thesis, we proposed an algorithm to enhance the performance of classi-
fying imbalanced datasets. This algorithm depends on optimizing the weights
of weighted SVM using PSO. The results show the enhancement in performance
of our algorithm compared with Random Forest, SVM and WSVM implemented
algorithms. The proposed model was tested using five datasets with different im-
balance ratios from 1:2 IR to 1:41 IR. These datasets are Pima, Ecoli4, Glass5,
Poker-9 vs 7, and Yeast6. The obtained results were compared with traditional
results and with other works using different performance measurements; AUC,
Sensitivity, Specificity, and Accuracy.

For Pima dataset with imbalance ratio 1:2, this data was hard to be classified
and the results show that our approach gives 0.71 for AUC and good results for
sensitivity 0.5336 and specificity 0.8855 and it is better in AUC compared with
other works[7] and [3] and close to [9].

For Ecoli dataset, AUC is good 0.95 and it is close to the result in [14], AUC =
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0.96. The results 0.91 and 1 are in terms of sensitivity and specificity respectively.
Sensitivity is high and our approach also maintains specificity in classifying neg-
ative samples.

For glass5 training and testing accuracies are very good 0.99 and 0.97 and our
approach has 0.50 for sensitivity for blind test and it maintains a very good result
for specificity (Acc- = 1).

For Poker-9 vs 7 dataset, AUC = 0.66, Acc+ = 0.33 and Acc- = 1 are better
compared to the other implemented classifiers.

For yeast6 dataset, the results were not very good compared to other imple-
mented classifiers, AUC = 0.55 and Acc+ = 0.1. However, the performance was
better in terms of training and testing accuracies; 0.98 for both tests and in terms
of Acc- was 0.9954 for the blind test.
The rate of imbalance affected the classification performance of EWSVM clas-
sifier in terms of AUC and Acc+, but did not affect it in terms of accuracy and
Acc-. SVM and WSVM classification performance was not affected by the rate of
imbalance in terms of AUC and Acc+, but they have a bad performance in classi-
fying Poker dataset. So, the classification performance of a classifier depends on
the dataset features and the imbalance ratio.

As a future work we can use a feature selection method to select important fea-
tures for the minority class samples to enhance the learner. Or we can use this
algorithm with a re-sampling method to first re-sample and balance the training
dataset to enhance the classification performance.
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