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Abstract V

Abstract

Human Machine Co-adaptation (HMCo) is a critical problem in the design of intelligent
systems that interact with humans. This thesis proposes a general framework for
solving HMCo problems using a reinforcement-based approach called the policy gradient
algorithm. The thesis goal is to empower the machine with the ability to learn a policy
or a strategy in order to co-adapt to human behaviors. The proposed approach is
based on the assumption of rationality on the human side and involves learning a
policy that co-adapts to dynamic environments and aids the human while performing
a specific task. The effectiveness of the proposed approach is demonstrated through
case studies, including both direct and indirect shared control, and some of the
challenges and limitations that must be addressed in order to further advance the
field are highlighted. These challenges include the sensitivity of the algorithm to
hyperparameters, the issue of local minima, and the complexity of the optimization
process. The impact of the human factor during the training process is also considered,
as is the need to enhance sampling complexity in order to handle the limitations of
real-world interaction.

This thesis makes several key contributions to the fields of HMCo and intelligent
systems design. First, it provides a general framework for solving HMCo problems that
is based on policy gradient methods and is applicable to a wide range of environments
and tasks. Second, it demonstrates and tests the feasibility and effectiveness of the
proposed approach through case studies involving both direct and indirect shared
control. Third, it identifies key challenges and limitations that must be addressed
in order to further advance the field, such as the sensitivity of the algorithm to
hyperparameters and the complexity of the optimization process.
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1 Introduction

HMI is the process of communication and interaction. An interface medium or device
is used to facilitate the interaction [1]. According to [2], a generational evolution may
be used to describe the history of interactions between humans and various industrial
technologies and equipment. where a generation of human operators is connected to
each industrial revolution. There were four industrial revolutions underway at the time
this thesis was written. Each industrial revolution is referred to as "industry X.0";
for instance, "industry 1.0" refers to the first industrial revolution, "industry 2.0" to
the second, and so on. Additionally, each industry’s human operator is referred to as
"operator X.0" [3]. The generational evolution of an operator may be divided into
the following categories, (see figure 1.1).

1. Operator 1.0: carries out manual and dexterous tasks

2. Operator 2.0: carries out aided tasks, such as a CNC machine operator

3. Operator 3.0: Works collaboratively with robots and other machines according
to a robot cooperation scheme

4. Operator 4.0: uses a machine to assist in accomplishing a task, with the goal
of enhancing human capacity to perform a certain activity

Figure 1.1: Evolution of Operator Generations, [2]
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Figure 1.2: Evolution of HMI, [5]

Figure 1.3: Static mapping HMI scheme

1.1 Mapping: Static vs. Dynamic

Classically, a human must use an interface to communicate with a machine, understand
how it operates, and then adapt to the machine’s interface, (see figure 1.2). The
machine’s response to human behavior is time-invariant during this cycle of human
adaptation to the machine interface [4], [5]. This is known as a "static mapping"
[6], which is the mapping between human commands and machine behavior where
the burden of learning is on the human side. HMI is mostly used in static mapping
scenarios from Industry 1.0 through Industry 4.0. A human, a machine, and a task
are required for such HMI, (see figure 1.3).

Therefore, the machine’s reaction to human behavior must be dynamic, as shown
in figure 1.4, in order to shift the burden of learning and redistribute it between the
machine and the human. In [6], this is referred to as "dynamic mapping". As a result,
it is necessary for both humans and machines to interact and learn at the same time,
just like humans do. That is, the machine needed to be able to interact, learn, and
adapt just like a human.
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Figure 1.4: Dynamic Mapping HMI scheme

1.2 HMCo components

In this thesis, a generic framework for handling dynamic mapping is introduced.
Within this framework, interaction, co-learning, and co-adaptation between the human
and the machine occur simultaneously. This framework, known as HMCo, requires
the following elements:

1. A human

2. A machine

3. A common task

4. Capability for co-learning (both the human and the machine learn simultaneously
)

5. Capability for co-adaptation (both humans and machines adapt simultaneously
)

The following define some key concepts used throughout this thesis:

• The Machine or the agent: the terms agent and machine are used interchangeably
in this thesis to describe something that acts [7]. If the agent is human, it will
be identified as a human-agent

• Co-learning: is the process through which many agents acquire new skills while
working together to complete a task [8]

• Co-adaptation: is the process of adapting both the machine’s and the operator’s
behavior while co-learning throughout the interaction
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1.3 Motivation

Industry 4.0 is centered on autonomous systems and makes use of modern technologies
like cloud computing, augmented reality, virtual reality, and AI. However, the COVID-19
pandemic made the significance of the human role very clear [9], [10]. This necessitates
a new industrial revolution [11]–[13], wherein, according to [14]–[16], the objective
behind introducing Industry 5.0 is to re-involve the human within the industry and
re-create a human-centered paradigm while interacting with machines. The primary
motivation for this thesis is to raise the level of human-machine interaction to that of
human-human interaction. This will increase the use of the machine’s capabilities in
executing a specified shared task. Because machines are becoming more intelligent,
the way they interact with humans and respond to their behavior must evolve. To
respond to human behaviors or actions, the machine must be able to interpret them.
This necessitates interaction at a higher level, similar to how humans interact, rather
than being limited, for example, to a basic push-button situation (see figure 1.2).

Machines that have been programmed or trained to accomplish a given task will
exhibit the same behavior or take the same actions regardless of the state of the
human interacting with them. Because of the limitations of static mapping [4], [5],
[17], this is acknowledged as one of the primary shortcomings of traditional HMI
systems. The HMCo framework seeks to provide the machine with dynamic mapping
capabilities while executing a certain common task. As a result, machine behavior is
no longer time-invariant in a particular context. It is crucial to note that the human
being can naturally accomplish dynamic mapping while learning and adapting within
the targeted HMCo framework.

1.4 Problem Statement

First and foremost, the objective of this research is to formulate the HMCo problem
as two learning and adapting agents, the human and the machine. The human and
machine interact to achieve a predefined goal that is known to both the human
and machine. To accomplish co-adaptation, the problem formulation presents five
key parts: the human, the machine, the task, the capability to co-learn, and the
capability to co-adapt. Second, an Artificial Intelligence (AI)-Machine Learning (ML)
algorithm will be employed to resolve the HMCo problem.
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2 Literature review

Many applications and principles of traditional HMI, which were described in chapter 1,
are provided in [1], [3], [18]–[25]. There, the HMI issue is defined as a person learning
and adapting while interacting with a machine. None of the following articles use
the HMCo concept established in chapter 1. They are confined to the first three
components, where a person learns and adapts while interacting with a machine,
but lacks the machine’s learning and adapting components. Some authors used the
terminology adaptive-HMI. The paper’s ultimate goal is for humans and machines
to reach or converge on a collaborative behavior to solve a particular task. Some of
the algorithms utilized in the articles, on the other hand, have an implicit machine
learning and adaptation aspect. Throughout this chapter, all articles will be compared
and assessed using the HMCo concept given in chapter 1

The following criteria are used to conduct the review:

1. HMCo’s concept or definition

2. Applications or case studies

3. Methodology

4. Results

Ehrlish and Cheng [26] investigated the situation of a human and a robot playing
an object-guessing game. The human must estimate which object the robot chose
by observing the robot’s gaze. Li et al. [27] investigated an instance of a human
interacting with an arm manipulator to move an item. Although Ehrlish and Cheng
and Li et al. employ the concept of co-adaptation in their work, they only incorporate
the human, the machine, and the task. They both employ a Bayesian technique to
solve the presented case. The Bayesian method necessitated the development of an
explicit model for both humans and machines. According to the measure used, the
proposed Bayesian technique produced satisfactory results in both instances. However,
due to the nature of Bayesian methods, an explicit model for both humans and
machines is required, which might not be available and must be learned from data.
This constrains the performance accuracy to the accuracy level of the used models.
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Flipse [28] explored the scenario of a self-driving car that interacts with humans
via the car’s different sensors, such as the touch sensor on the steering wheel and
the gas pedal. The objective has been to drive safely along the street. Mohebbi [29]
explored the application of rehabilitation robots. Robotic prostheses and exoskeletons
were shown. The goal is to help human movements. For the two situations of
self-driving cars and rehabilitation robots, the suggested method requires the machine
to construct a model for the human and a model for the machine. The human
and the machine are co-adapting to each other’s behavior based on these acquired
models. The co-adaptation problem is solved by employing the Linear Quadratic
Regulator (LQR) controller. The framework presented by these two publications [28],
[29], includes the five components of the HMCo problem.

The interaction between a human and a manipulator to complete a task was taken
into consideration by Shuhei et al.[30], and Peternel et al.[31].They used supervised
learning, where each loop of interaction is referred to as an "episode" and is given a
good or bad label. A probability density function was created in [30] for each action
the robot takes. In [31], they use weighted regression for robot actions, in contrast.
The human role in the two scenarios of [30], [31] is to teach the machine while also
learning from and adapting to its behavior. Learning from these examples or episodes
leads to co-adaptation, which depends on the model capacity utilized in supervised
learning approaches.

Z. Danziger et al. [32]–[35], investigated the issue of mapping from a higher space of
glove joints, known as CyberGlove, to control a two-degree-of-freedom arm-manipulator
on the screen in order to hit a predetermined target. In order to solve the problem, Z.
Danziger et al. suggested two ML methods using Moore-Penrose (MP) pseudoinverse
and Least Mean Squared (LMS) gradient descent. The interaction occurs in batches
of episodes, and for each batch, the mapping from the higher space to the lower
space is updated. The five elements of HMCo are included in the problem setup.
Two sets of people assisted in conducting the study. The people in the control
group are individuals who are operating the arm-manipulator without the use of ML
algorithms. Additionally, the LMS group uses the ML algorithm to control the arm
manipulator. After extensive training and episodes, the LMS group demonstrated
improved performance and came close to attaining the level of human performance.

It is plainly obvious from this review of the literature that neither a formal definition
of the problem nor a methodology for addressing it have been put forth. By focusing
on the key five components of the HMCo problem, this thesis aims to provide a novel
problem structure and definition. It also applies a decision-making framework to the
problem’s solution, which will be covered in the following chapters.
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3 Reinforcement Learning

Creating agents that interact with their surroundings in order to discover the optimal
course of action is one of the main objectives of AI [36]. The learning process
is determined by the type of data used to learn from [7]. ML is a set of algorithms
aiming to mimic human intelligence in learning from various types of data [37], [38].

Supervised Learning, Unsupervised Learning, and Reinforcement Learning (or RL) are
the three basic types of machine learning algorithms [39]. Finding a hypothesis or
probability density function that best explains and fits the provided data is the aim of
both supervised and unsupervised learning [39]–[41]. For supervised and unsupervised
learning, respectively, the data takes the form of {(𝑥𝑖, 𝑦𝑖)}𝑖=𝑛

𝑖=1 and {(𝑥𝑖)}𝑖=𝑛
𝑖=1 , where 𝑥𝑖

is referred to as a feature vector and 𝑦𝑖 is the response. Using optimization methods
like Gradient Descent (GD) or Stochastic Gradient Descent (SGD), the parameters
of the hypothesis are determined during the training process [41].

The RL paradigm of ML algorithms includes an agent interacting with its environment
or surroundings to fulfill a predefined task [42]. The resulting data is presented as a
vector that includes the reward as a scalar quantity, the agent’s current state, and
the action the agent performed. During an agent’s interaction with the environment,
data is generated online. In section 3.1, it will be discussed how to model the RL
problem using the MDP framework. The objective of RL is to identify an optimal
policy that directs the behavior of the agent to perform the desired task [7], [41],
[42]. In section 3.2, these algorithms are covered.

3.1 Discounted Markov Decision Process

MDP is used to represent Sequential Decision Making (SDM) problems in which the
agent has to undertake a sequence of actions in order to complete a task. An MDP
consists of a set of environment states, a set of agent actions, the dynamics of the
environment, and a reward function [43]. The state of an MDP is an abstract concept
that comprises information about the environment, such as the agent’s position and
velocity within it. The state must be sufficient or Markvoian. Given the current state,
the future state is independent of the past states, or history. This is known as the
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Markov propriety [44]. Given the current state and action, the dynamics of an MDP
describe the probability of ending up in a specific state. The reward function provides
feedback to the agent on how well the action was accomplished. An MDP solution
is one that maximizes the expected total reward the agent receives while interacting
with the environment to accomplish a specific task. Consider the 1-D discrete state
space model shown below:

𝑥𝑘 = 𝑥𝑘−1 + 𝑢𝑘 (3.1)

where 𝑥𝑘 and 𝑢𝑘 represent the state and control at time step 𝑘. The system described
in Eq.(3.1) is a first order Markovian system in which the next state is determined
solely by the current state and not by the entire history. The dynamics of this MDP
are deterministic, which means that the probability of ending up in the state 𝑥𝑘 = 𝑥

after taking action 𝑢𝑘 = 𝑢 is one. The system dynamics equation given by Eq.(3.1)
is obtained by modeling the physical system, for example, using Eular-Lagrangian.

Due to non-linearity, approximation assumptions, ignoring elasticity, and other factors,
such modeling technique is valid for complex systems only within a small region of
the system’s state and action. As a result, the system dynamics may not accurately
reflect the system’s real behavior. Furthermore, the system’s sensors and actuators
introduce noise into the system’s state and actions. A stochastic MDP is used to deal
with such modeling challenges. A stochastic MDP is one in which the environment’s
states, agent actions, environment dynamics, and reward are all stochastic. This is
accomplished by assuming that all unmodeled effects, sensor noise, and actuator noise
are generated by a specific probability density function.

Assuming a Gaussian random noise for the system in Eq. (3.1), the system dynamics
become:

𝑥𝑘 = 𝑥𝑘−1 + 𝑢𝑘 + 𝑤𝑘 (3.2)

Where 𝑤𝑘 ∼ 𝒩 (𝜇.𝜎) is a Gaussian random variable with a mean of 𝜇 and a variance
of 𝜎. The system dynamics could alternatively be expressed as a probability density
function, as seen below:

𝑝(𝑥𝑘|𝑥𝑘−1, 𝑢𝑘) = 𝒩 (𝜇𝑘 = 𝜇𝑘−1 + 𝑢𝑘, 𝜎𝑘 = 𝜎) (3.3)

Where 𝜇𝑘−1 denotes the mean of the random variable 𝑥𝑘−1.
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3.1.1 Formal Definition of Discounted MDP

A discounted MDP is generally defined as a tuple (𝒮,𝒜,𝒫 ,ℛ, 𝛾) [43], [45],in which:

• 𝒮 ∈ 𝑅𝑛 is a measurable state space

• 𝒜 ∈ 𝑅𝑚 is the action space

• 𝒫 : 𝒮 ×𝒜 → ∆(𝑅𝑛) is the MDP dynamics

• ℛ : 𝒮 ×𝒜 → ∆(𝑅1) is the immediate reward distribution

• 𝛾 ∈ [0, 1) is the discount factor

Where 𝑅1,𝑅𝑛 denote the space of one- and n-dimensional real numbers, respectively,
and ∆𝒮 and ∆R denote the space of all probability distributions over 𝑅𝑛 and 𝑅1,
respectively.

In this chapter, a random variable is denoted by capital letters, but a random variable’s
instantiation is denoted by small letters. According to the MDP’s general definition,
the reward is drawn from a probability density function that is dependent on the action
and current state. The reward is denoted by the capital letter 𝑅 throughout this work
and is assumed to be a deterministic function of the current state and action.

The interaction process between an agent and an environment according to the MDP
framework is shown in figure 3.1. The agent observes the environment’s state, 𝑠 =

𝑠𝑡𝑘 ∈ 𝒮 at the 𝑘𝑡ℎ-time step, 𝑡 = 𝑡𝑘. Afterward, the agent performs an action
𝑎𝑡𝑘 ∈ 𝒜 in accordance with its policy function, 𝜋(𝑎𝑡𝑘 |𝑠𝑡𝑘) : 𝒮 → 𝒜. As a result, at
time 𝑡 = 𝑡𝑘+1, the environment’s state evolves into a new state, 𝑠𝑡𝑘+1

, and the agent
immediately receives a reward from the environment, 𝑅𝑡𝑘+1

. Until the agent reaches
a terminal state or the desired state, the process is repeated [42]. This interaction
loop generates a trajectory, which is a vector of random variables, with the formula
𝜏𝜋 = (𝑠𝑡𝑘 , 𝑎𝑡𝑘 , 𝑠𝑡𝑘+1

, 𝑅𝑡𝑘+1
, 𝑎𝑡𝑘+1

, 𝑠𝑡𝑘+2
, 𝑅𝑡𝑘+2

, .... ).

Figure 3.1: An agent interacts with an environment in an MDP
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A trajectory, 𝜏𝜋, is produced by each interaction loop. As a measure of how effective
a policy is, 𝜋(.), the agent uses the trajectory 𝜏𝜋 that is produced. The resulting
trajectory consists of a sequence of states, actions, and rewards, with the rewards
being feedback on how well the trajectory was executed. The trajectory is better the
more rewards the agent obtains. The entire reward the agent will receive by following
the policy, 𝜋(.) is calculated using the notion of return, 𝐺𝜋.

𝐺𝜋
𝑡𝑘
:=

∞∑︁
𝑛=𝑡𝑘

𝛾𝑛𝑅𝑛 (3.4)

Where 𝐺𝜋
𝑡𝑘

is the return of beginning from a certain state at time 𝑡𝑘, following the
policy 𝜋(.).

The discount factor 𝛾 is used to alleviate the summation divergence in Eq.(3.4).
Furthermore, the discount factor offers the power to affect the agent’s behavior. For
example, if 𝛾 = 0, the agent just attempts to maximize the immediate reward while
disregarding future rewards. In this situation, the agent’s behavior is deemed myopic.
When 𝛾 ≈ 11, the agent prioritizes not just the immediate reward, but also the future
rewards; in this situation, the agent is deemed farsighted.

The return expression, provided by Eq.(3.4), is a random variable. Because a random
variable cannot be directly optimized, the expected value of this random variable is
maximized [7], [42]. The expected value of the return, 𝐺𝜋

𝑡𝑘
is calculated using the

probability distribution of the trajectory 𝑝(𝜏𝜋) that leads to the generation of 𝐺𝜋
𝑡𝑘

.
The agent’s purpose is to maximize the expected return, which is provided by:

𝐽(𝜋) := E [𝐺𝜋|𝜋] (3.5)

= E

[︃
∞∑︁
𝑡=0

𝛾𝑡𝑅𝑡

⃒⃒⃒⃒
⃒𝜋
]︃

(3.6)

Where 𝐽(𝜋) is the expected long-term discounted reward that the agent seeks to
maximize.

The following operation is used to find the optimal policy:

𝜋⋆ ∈ argmax
𝜋∈Π

𝐽(𝜋). (3.7)

1For 𝛾 = 1, let the reward 𝑅𝑛 ≤ 𝑅𝑚𝑎𝑥 be bounded, then the return 𝐺𝜋 =
lim𝛾→1

∑︀∞
𝑛=𝑡𝑘

𝛾𝑛𝑅𝑚𝑎𝑥 ≤ 𝑅𝑚𝑎𝑥 lim𝛾→1

∑︀∞
𝑛=𝑡𝑘

𝛾𝑛 = lim𝛾→1
𝑅𝑚𝑎𝑥

1−𝛾 = ∞ diverges, and the
condition of contraction mapping fails
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Where the policy, 𝜋(𝑎|𝑠), is defined as the mapping from each state 𝑠 ∈ 𝒮 to a
probability distribution function over the action space 𝒜.

In general, two approaches are employed to compute 𝐽(𝜋):

1. State-Value Function

2. State-Action Value Function

3.1.2 State Value Functions

The value of a state is the total expected return that an agent will receive by following
a policy 𝜋(.) starting from a certain state 𝑠. By assigning a value 𝑣𝜋(𝑠) to each state
𝑠, the agent can differentiate between being in a good state and a bad state by
comparing the values of the states. The greater the state 𝑠 value 𝑣𝜋(𝑠), the more
advantageous it is for the agent to be in this state. As a result, the agent will choose
the sequence of actions that leads to states with greater values. The state-value
function is defined as the mapping of each state 𝑠 in an MDP’s state space 𝒮 into a
real value, 𝑣𝜋(.) : 𝒮 → R,∀𝑠 ∈ 𝒮. The state-value function is expressed as follows:

𝑣𝜋(𝑠) := E [𝐺𝑡𝑘 |𝑆𝑡𝑘 = 𝑠, 𝜋] . (3.8)

3.1.3 State-Action Value function

State-action functions, as opposed to state-value functions, assign real values to
each of the state-action pairs (𝑠, 𝑎). The action that results in the higher future
state value is thus directly accessible to the agent. Each possible state-action pair,
(𝑠, 𝑎) ∈ 𝒮 × 𝒜, of an MDP is mapped by the state-action value function into a real
value, 𝑞𝜋(., .) : 𝒮 × 𝒜 → R,∀𝑠 ∈ 𝒮, 𝑎 ∈ 𝒜. The following gives the expression for
the state-action value function:

𝑞𝜋(𝑠, 𝑎) := E[𝐺𝑡𝑘 |𝑆𝑡𝑘 = 𝑠, 𝐴𝑡𝑘 = 𝑎, 𝜋] (3.9)
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3.2 RL Algorithms

Finding an optimal strategy or policy 𝜋* is necessary to solve an MDP. The set of
algorithms known as RL algorithms is used to determine an optimal policy for an
agent. There are two categories of these algorithms [7], [42] :

A) Model-based algorithms

B) Model-free algorithms

3.2.1 Model-Based RL Algorithms

Model-based algorithms are a class of algorithms that need to know the MDP dynamics
beforehand. The dynamics of the MDP could be predicted ahead, for instance, by
modeling the dynamics using a physics law. If the system is too complicated to
model, the dynamics are estimated or learned by allowing the agent to interact with
the environment and learn its dynamics. In both situations, the dynamics is used to
calculate the state-value or state-action value, as shown in Eqs.(3.8) and (3.9)

3.2.2 Model-Free RL Algorithms

Rather than estimating the dynamics of the environment and then using it to construct
the value functions, the value functions are directly estimated by interacting with the
environment. One of the most successful model-free RL algorithms is Q-learning
[46]. The algorithm’s core involves iteratively updating the stat-action value function
until it converges for all state and action pairs. The update rule for the Q-learning
algorithm is as follows:

𝑞𝑡𝑘(𝑠, 𝑎)← 𝑞𝑡𝑘−1
+ 𝛼(𝑅𝑡 − 𝑞𝑡𝑘−1

) (3.10)

Where (𝑅𝑡 − 𝑞𝑡𝑘−1
) denotes the step size and 𝛼 the learning rate..

3.3 Policy Gradient Method

The agent’s memory stores state-values, state-action values (described in sections 3.1.2
and 3.1.3), and the agent’s policy. These values are kept in tables for discrete MDPs.
The curse of dimensionality refers to the fact that for continuous MDPs, the amount
of memory needed grows exponentially with the cardinality of the state and action
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spaces [47], [48]. Additionally, the quantization of continuous MDP yields a policy
that depends on the number of quantization bins and is asymptotically optimal [49].
The amount of memory needed to store the discretized state space, action space,
and policy increases as the number of quantization bins increases. To find a function
that represents the tables of the state-values, state-action-values, and policy, function
approximation techniques are utilized [42], [50], [51]. The ability of these functions
to generalize for unexplored regions inside the environment, however, is restricted to
the function capacity and the definition of the MDP Markovian state [42], [50].

Policy-based approaches [7], [42], [52] are presented as a result of all the aforementioned
problems with value-based methodologies. In a policy-based method, the agent’s
policy is directly optimized. As a result, the policy is explicitly optimized rather than
being derived from the state value function or state-action value function. The general
framework for a policy-based approach [7], [42]:

1. Assume that the initial policy, 𝜋𝜃0(𝑎𝑘|𝑠𝑘), has a certain probability distribution
function and is parameterized by a vector 𝜃 ∈ R𝑛

2. Generate a set of N-trajectories {𝜏𝜋𝑖 }𝑖=𝑁
𝑖=1 using the policy 𝜋𝜃0(𝑎𝑘|𝑠𝑘)

3. Evaluate the N-trajectory return.

𝐽(𝜋) :=
1

𝑁

𝑁∑︁
𝑖=1

𝐺𝜋
𝑖 (3.11)

4. Update the parameter vector 𝜃 ∈ R𝑛 to maximize Eq.(3.5), where the optimal
𝜃 is given by:

𝜃* ∈ argmax
𝜃∈R𝑛

𝐽(𝜃) (3.12)

Where 𝐽(𝜋)→ 𝐽(𝜋) for consistent estimator.

3.3.1 Policy Gradient Theorem

Using the estimator 𝐽(𝜋), one can estimate the objective function. The gradient of
the objective function, Eq. (3.5), is determined in order to update the parameter
vector 𝜃 ∈ R𝑛. However, there isn’t a closed-form mathematical expression for 𝐽(𝜋)
that can be used to calculate its gradient. By computing the Policy Gradient (PG),
Policy Gradient Theorem (PGT) provides a mathematical shortcut for determining
the gradient of 𝐽(𝜋).
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Theorem 3.3.1 (Policy Gradient Theorem [52]–[56]). Given an MDP, as in section 3.1,
and a stochastic policy 𝜋, PGT provides a formula for determining the gradient of
the objective function 𝐽(𝜋) with respect to the parameter vector 𝜃 ∈ R𝑛.

Given :

𝐽(𝜃) = E[𝐺𝜋] =

∫︁
T
𝑝𝜃 (𝜏) 𝑔(𝜏)𝑑𝜏 (3.13)

Where 𝑝𝜃(𝜏) denotes the trajectory density function, 𝑔(𝜏) is an instantiation of the
return random variable 𝐺𝜋, and T denotes the space of all possible trajectories
generated by the agent’s policy.

Then :

∇𝜃𝐽 (𝜃) = E[∇𝜃 log 𝑝𝜃 (𝜏) 𝑔(𝜏)] = E[
𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 ) 𝑔(𝜏)] (3.14)

Where log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 ), the only term that depends on the parameter 𝜃, is the policy
log-likelihood.

Proof. There are numerous sources for the proof of PGT [52]–[56], where the trajectory
sequence needs to be defined as a vector of random variables, 𝜏 ∼ 𝑝𝜃 (𝜏) = 𝑝 (𝜏 | 𝜃),
that depends on the parameter vector 𝜃 ∈ R𝑛. The definition of each trajectory’s
return is given in Eq.(3.4). In addition, the log likelihood ratio trick is employed to
manipulate the trajectory probability distribution 𝑝𝜃(𝜏), leading to:

𝐽(𝜋) := E [𝐺𝜋|𝜋]

=

∫︁
T
𝑝𝜃 (𝜏) 𝑔(𝜏)𝑑𝜏

(3.15)

Given that the initial state distribution is 𝑝(𝑠0), the trajectory density function is given
by the following expression:

𝑝𝜃 (𝜏) = 𝑝(𝑠0)
𝑁∏︁
𝑘=0

𝑝
(︀
s𝑡𝑘+1

|𝑠𝑡𝑘 , 𝑎𝑡𝑘
)︀
𝜋𝜃 (𝑎𝑡𝑘 |s𝑡𝑘 ) (3.16)
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Using the log likelihood ratio trick2, take the gradient of Eq. (4.4.1) with respect to
the parameter vector 𝜃:

∇𝜃𝐽 (𝜃) =

∫︁
T
∇𝜃𝑝𝜃 (𝜏) 𝑔(𝜏)𝑑𝜏

=

∫︁
T

𝑝𝜃 (𝜏)⏟  ⏞  
Probability Distribution

∇𝜃 log 𝑝𝜃 (𝜏) 𝑔(𝜏)⏟  ⏞  
Samples of 𝑝𝜃(𝜏)

𝑑𝜏

= E[
𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 ) 𝑔(𝜏)]

(3.17)

The primary outcome of PGT is that it is not necessary to compute MDP dynamics
like the one in Eq. (3.3) in order to calculate the expected long-term reward 𝐽(𝜃)

gradient. This is a significant finding in the context of HMCo where it is assumed
that agents have no previous knowledge of the dynamics of the environment. This
is what is referred to as a Model-Free RL; (see section 3.2). Moreover, it is worth
emphasize on the fact that the policy to learn in case of PG algorithm is a stochastic
policy.

3.3.2 REINFORCE Algorithm

A stochastic gradient estimator, which is a consistent estimator, is introduced by
PGT. Ronald J Williams [57], is the first to introduce the REINFORCE method (see
Algorithm 1). The REINFORCE algorithm updates the parameter vector 𝜃 ∈ R𝑛

using Stochastic Gradient Ascent (SGA) [31], [42], [52], [53], [55], [56], [58] and the
following update rule:

𝜃𝑛𝑒𝑤 ← 𝜃𝑜𝑙𝑑 + 𝛼∇𝜃𝐽 (𝜃) (3.18)

Algorithm 1 REINFORCE
Initialize 𝜃 arbitrarily for each episode do

Generate an episode 𝑠0, 𝑎0, 𝑅0, 𝑠1, 𝑎1, 𝑅1, . . . , 𝑠𝐻−1, 𝑎𝐻−1, 𝑅𝐻−1 using 𝜋𝜃(𝑎|𝑠)
∇𝜃𝐽(𝜃) =

∑︀𝐻
𝑖=1∇𝜃𝑝𝜃(𝜏)𝐺𝑖 𝜃 ← 𝜃 + 𝛼∇𝐽(𝜃)

Despite the fact that the REINFORCE approach produces a consistent estimate of
the parameter vector 𝜃 [54], this estimate has a high variance. A base-line variable

2∇𝜃𝑝𝜃 (𝜏) = 𝑝𝜃 (𝜏)∇𝜃 log 𝑝𝜃 (𝜏)
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[52]–[55], [58] is used in order to lower the estimate’s variance while keeping the
estimator consistent. The idea behind the base-line is to subtract a constant value
from the stochastic gradient samples, E [∇𝜃 log 𝑝𝜃 (𝜏) (𝑔(𝜏)− 𝑏)], which keeps the
estimator consistent and lowers the estimation variance:

E [∇𝜃 log 𝑝𝜃 (𝜏) 𝑏] = 𝑏E [∇𝜃 log 𝑝𝜃 (𝜏)] = 𝑏∇𝜃1 = 0 (3.19)

The update rule for the gradient, given by Eq. (3.17), will have the following form
once the base-line value is introduced:

∇𝜃𝐽 (𝜃) = E[
𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 ) (𝑔(𝜏)− 𝑏)] (3.20)

Because the purpose of introducing the base-line is to reduce the variance of the
gradient estimate in Eq. (3.20), the following minimization problem is solved:

𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟 = min
𝑏

𝑉 𝑎𝑟(∇𝜃𝐽 (𝜃)) (3.21)

Where the gradient variance, 𝑉 𝑎𝑟(∇𝜃𝐽 (𝜃)), is provided by:

𝑉 𝑎𝑟(∇𝜃𝐽 (𝜃)) = (E
[︀
∇𝜃𝐽 (𝜃)2

]︀
− E [∇𝜃𝐽 (𝜃)]2)

=

⎛⎝E

⎡⎣(︃ 𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 ) (𝑔(𝜏)− 𝑏)

)︃2
⎤⎦− E

[︃
𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 ) (𝑔(𝜏)− 𝑏)

]︃2⎞⎠
(3.22)

Where the second term in Eq. (3.22) equals 0, see Eq. (3.19), the variance
minimization problem becomes:

𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟 = min
𝑏

E

⎡⎣(︃ 𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 ) (𝑔(𝜏)− 𝑏)

)︃2
⎤⎦ (3.23)

Taking the gradient of Eq. (3.23) with respect to the base-line variable, then calculate
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the zeros of the resulting derivative:

∇𝑏E

⎡⎣(︃ 𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 ) (𝑔(𝜏)− 𝑏)

)︃2
⎤⎦

= −2E

[︃(︃
𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 )
2 (𝑔(𝜏)− 𝑏)

)︃]︃

= E

[︃
𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 )
2 𝑔(𝜏)

]︃
− 𝑏E

[︃
𝑁∑︁
𝑘=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 )
2

]︃
= 0

(3.24)

As a result of solving Eq. (3.24) for 𝑏, the base-line value is as follows:

𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟 =

E

[︂(︁∑︀𝑁
𝑘=0∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 )

)︁2
𝑔(𝜏)

]︂
E

[︂(︁∑︀𝑁
𝑘=0∇𝜃 log 𝜋𝜃 (𝑎𝑡𝑘 |𝑠𝑡𝑘 )

)︁2]︂ (3.25)

The expected return, weighted by the square of the PG, produces the base-line
𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟. As a result, the baseline introduces a method to measure how well our
agent performs in comparison to his past performance. Furthermore, this is analogous
to centering the incoming data in the form of reward 𝑔(𝜏) on the average reward value
of the agent’s performance 𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟. Due to the base-line being subtracted from
the trajectory total reward, (𝑔(𝜏) − 𝑏), this will reduce the reward oscillation during
the learning process. Algorithm 2 provides the modified REINFORCE algorithm using
the baseline value.

Algorithm 2 Policy Gradient Reinforcement Learning
Result: 𝜃

initialization: Parameter vector, Policy while 𝜃 not converged do
while 𝑔𝑅𝐹 not converged do

Generate a Trajectory 𝑆0:𝐻 , 𝐴0:𝐻 , 𝑅0:𝐻 using Policy 𝜋𝜃(𝑠, 𝑎) = 𝑃 [𝑎|𝑠, 𝜃]

𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟 =
E
[︁
(
∑︀𝐻

𝑖=0 ∇𝜃 log 𝜋𝜃(s𝑖|a𝑖 ))
2
𝑔(𝜏)

]︁
E
[︁
(
∑︀𝐻

𝑖=0 ∇𝜃 log 𝜋𝜃(a𝑖|s𝑖 ))
2
]︁

gRF = E
[︁(︁∑︀𝐻

𝑖=0∇𝜃 log 𝜋𝜃 (a𝑖 |s𝑖 )
)︁
(𝑔(𝜏)− 𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟)

]︁
∇𝜃𝐽 |𝜃=𝜃𝑗

= 𝑔𝑅𝐹

end
𝜃𝑗+1 = 𝜃𝑗 + 𝛼𝑗 ∇𝜃𝐽 |𝜃=𝜃𝑗

,

end
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4 Methodology: Coadaptation Problem Within the

Reinforcement Learning Framework

In chapter 1, the HMCo problem is presented. Two co-adapting, co-learning agents
interacting to complete a shared task are the focus of the HMCo problem. The
interaction or sharing control over the task can be direct or indirect. In the instance of
direct interaction to accomplish the predetermined task, the human and the machine
are directly interacting through the task itself and affecting the environment that both
of them are part of. On the other side, in an indirect interaction, a human uses a
machine to execute a task. This implies that the machine itself is the agent that needs
to adapt its behavior to the human behavior and accomplish the task. Furthermore,
the human and the machine have explicit knowledge of the desired task.

In chapter 3, RL techniques were presented with the goal of determining an optimal
policy for an adaptive agent interacting with its environment (see section 3.2). In
this thesis, a predetermined task needs to be fulfilled by a machine that is adaptive
while interacting, cooperating, helping, and sharing control with a human. Machine
co-adaptation is abstracted by an optimal policy that the machine will learn in order
to do the task as designed. The PG-algorithm, which was covered in the chapter
before, is used to implement this. The PG algorithm was chosen since neither the
dynamics of the environment nor an explicit model of humans are required. The task
must be fulfilled along with the assumption that the human behaves rationally when
interacting with the machine.

One of this thesis’ main merits is that the HMCo problem is formulated on the
assumption that neither the machine nor the human has any prior knowledge of the
dynamics of the environment. In addition, neither the human nor the machine has
any internal representations for the models of the other. As a result, neither the
machine nor the human can directly anticipate the other’s behavior using a model
of the other. This chapter builds on chapter 1 and chapter 3 to establish a general
mathematical framework for the HMCo problem.
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4.1 Human Operator

Many neuroscientists adopt the RL framework described in chapter 3, to explain how
humans adapt to their environment [59]–[63]. One type of monoamine neurotransmitter
produced by the hypothalamus is dopamine. Dopamine is also responsible for transmitting
messages from the brain to the rest of the body [64]–[66].Dopamine is a component
of the reward system in the human brain and is what triggers the Basal Ganglia’s
"reward prediction error" signal. Which is utilized to generate human behavior,
decisions, or a sequence of decisions [67], [68]. The reward system is intended to
either reward humans for engaging in positive acts or behaviors or, on the other
hand, punish humans for engaging in negative behavior. According to [62], dopamine
neurotransmitters are released in proportion to the state value or scenario value. As
previously stated, the RL framework provides the best explanation and understanding
of the function and mechanism of the development of human behavior.

As shown in figure 3.1, the RL framework formulates the learning problem by utilizing
interaction information. If a human is the agent, she or he chooses an action based on
its values by utilizing the state-value function or the state-action value function, which
are represented by 𝑉 (𝑠), and 𝑞(𝑠, 𝑎), respectively. Therefore, for a certain context or
state 𝑠, the human chooses the action that is most likely to result in a larger expected
long-term reward or accumulated reward. The human could be unaware of how to
act at the beginning of an interaction for a specific context or task.However, as soon
as the human begins interacting to achieve the task, she/he attempts to incorporate
the information from the interaction to improve her/his behavior and encodes this
information as a state-value function 𝑉 (𝑠) or a state-action value function 𝑞(𝑠, 𝑎).
As the interaction proceeds, the human learns how to behave properly in a given
situation or state. The adopted RL paradigm and the dopamine neurotransmitter
theory suggest that humans eventually reach a point where any new situation has no
impact on their knowledge or behavior. The dopamine keeps firing and producing an
electrical signal to and from the central nervous system as the human learns more and
more about the appropriate behavior to perform in each situation. The mathematical
idea of "reward prediction error" is used to express this electrical signal. The following
equation captures the entire concept of knowledge accumulation:

𝑞𝑘+1 = 𝑞𝑘 + 𝛼(𝑟𝑘+1 − 𝑞𝑘) (4.1)

= 𝑞𝑘 + 𝛼𝛿𝑘+1 (4.2)

Where 𝛿𝑘+1 is the mathematical representation of reward prediction error.
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The reward prediction error 𝛿𝑘 drives the human learning process. If 𝛿𝑘 ̸= 0, the
human is in a new situation from which she or he can learn. The state value, or
the state-action value, is updated as a result of the reward prediction error coded
by dopamine. As a result, the human now has new knowledge about how to behave
in such a situation. 𝛿𝑘 might be positive, negative, or zero. Positive and negative
values reinforce or punish the related behavior, respectively. Because dopamine is
not released or produced in the case of 𝛿𝑘 = 0, the human is neither reinforced nor
punished. This signifies that the human is in a situation that she or he has been
in before and is aware of the correct form to behave. Consequently, Eq.(4.2) is not
updated, as stated by the adopted RL framework.

According to [69], the intention of a human can be inferred from their behaviors or
actions. The assumption in this thesis is that the human is rational to choose a
sequence of actions that would accomplish the task, i.e., to maximize the objective
function provided by Eq. (3.5). For the machine to recognize the human intention,
the author of [69] suggests a Dynamic Bayesian Approach. Mathematically, the
human intention is expressed as a discrete random variable .𝐼𝑛 ∈ ℐ, where ℐ is
the collection of human intentions. The work given in [70] draws some inspiration
from the way mammals improve their action probability to maximize their reward by
updating the human action probabilities using Bayesian methods and incorporating
information, such as the intention. As a result, the theory from [70] is used to describe
human rationality and how humans update the likelihood that one choice of action
is preferable to another in an effort to maximize expected reward. Assuming that
the reward prediction error is zero, or 𝛿 = 0, then the maximum expected return, 𝑞,
that an agent can accumulate is obtained. That is, the agent, in this example the
human, already knows what action/s to take in the current situation, because the
situation adds no information to the human’s knowledge. As was previously stated,
human behavior is related to the reward prediction error, which is to reinforce or
punish human specific behavior or a sequence of actions. For an example of how
to represent a human’s intention over time using the structure provided in [69] (see
figure 4.1). The current state, current action, and current intention are represented
by the random variables 𝑆𝑡, 𝐴𝑡 and 𝐼𝑛𝑡, respectively. The reward error prediction, 𝛿,
and the intention random variable, 𝐼𝑛, are both considered to be continuous in this
thesis. To clear up any misunderstandings, this thesis is not intended to infer human
intention. Additionally, it is assumed in this thesis that the intention is to achieve the
goal, where the goal is decided by the reward function. A proper sequence of actions
will be followed in accordance with the task goal, given the human intention.

The process a human undergoes to optimize their odds of choosing the optimal action
given their intention to accomplish the task successfully is illustrated by the following
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Figure 4.1: A segment of the human intention process to generate an action

steps:

1. In order to complete a predefined task, the human agent chooses an action
𝑎ℎ ∼ 𝑝(𝑎ℎ|𝑠) while interacting with the environment. The distribution 𝑎ℎ ∼
𝑝(𝑎ℎ|𝑠), depicts how people choose their actions depending on their training
and habits. It also includes the uncertainty that arises from several causes, such
as stress, mood, and others.

2. The human receives a specific reward as a result of the action 𝑎ℎ decision,
which mathematically corresponds to the reward prediction error 𝛿, which is
also a random variable.

3. Then, what follows naturally is that the human becomes adapted to this action,
𝑎ℎ, in a certain context for a specific task goal, which corresponds mathematically
to 𝛿 = 0. It is therefore hypothesized in this thesis that the intention to
complete the task is directly proportional to the variable delta, 𝐼𝑛 = 𝛿. To
maximize expected accumulated rewards in converged rational behavior, 𝐼𝑛 =

𝛿 = 0.

Consequently, it makes sense to express the probability of human action given a certain
situation and intention as the following:

𝑝(𝑎|𝑠, 𝐼𝑛 = 𝛿) =
𝑝(𝐼𝑛 = 𝛿|𝑠, 𝑎)𝑝(𝑎|𝑠)

𝑝(𝐼𝑛 = 𝛿)
(4.3)

The fact that 𝛿 provides information about the reinforce/punish direction while updating
the value function 𝑞(𝑠, 𝑎) makes the assumption that 𝐼𝑛 = 𝛿 plausible. In addition,
as was already indicated, the human maximizes the choice of the rational/optimal
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action when 𝛿 = 0, which indicates that the human is able to choose the optimal
action.

The reward prediction error, 𝛿 ̸= 0, indicates that the human should indeed try
different actions in order to optimize the reward or return. If the 𝛿 = 0, on the other
hand, the human is sufficiently confident in his or her understanding of the current
circumstance and is able to choose the action that maximizes the expected return.
Furthermore, it is understandable to believe that the state and the action have no
effect on the human intention if the human intention is to maximize the expected
reward by accomplishing the goal, which is indicated by the mathematical expression
𝑝(𝐼𝑛 = 𝛿 = 0|𝑠, 𝑎) = 𝑝(𝐼𝑛 = 𝛿 = 0).

This results in the probability distribution of the human action being as follows:

𝑝(𝑎|𝑠, 𝐼𝑛 = 0) = 𝑝(𝑎|𝑠) (4.4)

The previous expression implies that humans acquire the capacity to choose actions
that maximize reward. According to the prior expression, a human can choose to take
actions that will maximize their reward. Eq.(4.4) is only applicable at 𝐼𝑛 = 𝛿 = 0

since the situation and human actions do not influence the human intention to satisfy
other desires.

This section discussed how humans behave under the assumption that their intention
is to maximize reward or minimize reward error prediction. This seamlessly adheres to
the RL structure that is described in chapter 3. The human is therefore represented
as an RL agent that minimizes reward error prediction while choosing behaviors to
maximize reward.

4.2 Machine model

Both the ability to learn and the ability to be adaptive are presumed capabilities of
the machine. In accordance with the RL structure, these two abilities are attained.
As a result, the machine is an RL agent with an internal policy, and the agent’s
purpose is to learn an optimal policy. As a result, the machine develops the ability to
simultaneously co-adapt to human behavior during interaction. which led to efficient
task completion by the two agents.

The task goal, reward function, and human rationality are all made known to the
machine. In the scenario of indirect interaction, the following provides the machine
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policy:
𝑎𝑚 ∼ 𝑝(𝑎𝑚|𝑔𝑜𝑎𝑙, 𝑠𝑡𝑎𝑡𝑒) (4.5)

Whereas the probability distribution function, 𝑝(.), could be any admissible probability
distribution function, such as a Gaussian distribution1. Eq. (4.5) parameters may
change when there is direct interaction.

The probability distribution and its parametrization for the machine policy contain
the machine’s co-adaptation and co-learning capabilities. The parameters of the
probability distribution function are learned via the interaction between the human
and the machine while performing the task. Human actions lead to machine actions.
Learning the mapping from human actions to machine actions is the objective of
indirect shared control. In contrast, the objective of direct shared control is to directly
learn the actions. In both situations, the aim of the interaction is for the machine to
develop the capacity for co-adaptation to human behavior.

4.3 HMCo problem formulation

Two co-adapting agents interacting to complete a predetermined task is known as the
HMCo problem; for more information, (see chapter 1). Previous sections defined the
terms "human," "machine," "co-adapting," and "co-learning." The environment in
which the interaction occurs, as well as the mathematical formulation of the problem,
are addressed. Since the HMCo problem is modeled as involving two co-adaptive
agents, the Two-Agent Markov game [71] is a potential framework to model the
HMCo. The problem could be modified to suit the MDP concept introduced in
section 3.1.1 because the human in this study is introduced as being rational and the
machine agent has to learn an optimal policy to co-adapt to the human’s behavior.

In the HMCo-MDP, 𝐴ℎ stands for the human action space, whereas 𝐴𝑚 stands for
the machine action space. The machine actions, which are conditioned on the task,
are assumed to be the mapped actions into the human action space in order to fulfill
the task. The machine action parametrization shown below is an example of indirect
interaction.

𝐴𝑚 = 𝑅(𝜃, 𝐴ℎ) (4.6)

Where 𝑅(.) takes different meanings depending on the scenario as discussed in the
sequel.

1It is critical to emphasize that the aim is not a random variable, and hence one cannot condition
on it. The convention is abused to emphasize the fact that the machine has explicit knowledge
of the task while performing its actions
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Figure 4.2: The general HMCo framework

Given the task goal, the machine goal is to learn an optimal policy 𝜋(𝑎𝑚|𝑠𝑡𝑎𝑡𝑒), which
is accomplished by learning the optimal mapping 𝑅(.) that optimizes the machine
policy. In the case of indirect shared control, for example, it is assumed that the
human manipulates the task via an interface device, such as a joystick, which is
considered to be co-adaptive. The machine will then decide which joystick parameter
is optimum for accomplishing the task. The machine’s objective in direct shared
control is to execute actions that, when combined with human actions, are most
efficient at achieving the task goal. Consider the game SeaSaw, where a human
and a machine work together to establish equilibrium without oscillation. In order
to achieve the goal, the machine should then generate actions that best match the
human actions. Take into account that the definition of the mapping, 𝑅(., .) varies
based on the task and the state of the environment. Figure 4.2 demonstrates the
overall HMCo problem.

4.3.1 MDP for HMCo

HMCo-MDP is defined as a two-agent Markov game with the following components:

1. The environment state space, 𝒮 ∈ 𝑅𝑛, contains all possible configurations of
all agents acting in the environment

2. The action space, 𝒜, is subdivided into two parts, 𝒜ℎ ∈ 𝑅ℎ𝑎 and 𝒜𝑚 ∈ 𝑅𝑚𝑎 ,
which represent human and machine actions, respectively

3. A set of observations, 𝒮ℎ ∈ 𝑅ℎ𝑠 and 𝒮𝑚 ∈ 𝑅𝑚𝑠 for the human and machine,
respectively
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4. The probability distribution for transitions2, 𝒫 : 𝒮 ×𝒜ℎ ×𝒜𝑚 → ∆(𝑅𝑛)

5. The reward function of each agent, ℛℎ : 𝒮 × 𝒜ℎ × 𝒜𝑚 → ∆(𝑅1) and ℛ𝑚 :

𝒮 ×𝒜ℎ ×𝒜𝑚 → ∆(𝑅1)

Where 𝑅1,𝑅𝑛, 𝑅ℎ𝑎 , 𝑅𝑚𝑎 , 𝑅ℎ𝑠 and 𝑅𝑚𝑠 denote the 𝑜𝑛𝑒−, 𝑛-dimensional, ℎ𝑎-dimensional,
𝑚𝑎-dimensional, ℎ𝑠-dimensional and 𝑚𝑠-dimensional real number spaces, respectively.
The spaces of all probability distributions over 𝑅𝑛 and 𝑅1 are denoted by ∆(𝒮) and
∆(𝑅1), respectively.

As illustrated in section 1.2, the common goal is one of the HMCo components. This
component requires that the reward definitions of both agents be the same, i.e. ℛℎ

and ℛ𝑚 are the same. The dynamics of the environment are also unknown to the
two agents, and each agent alters and interacts with the environment while opting to
undertake a specific action. The human rationality and the PG algorithm enable the
machine to co-adapt to human behaviors by leveraging data from the interaction in
the form of a trajectory 𝜏 .

4.3.2 Trajectory for HMCo

Consider the trajectory, 𝜏ℎ,𝑚, formed by the interaction of the two agents in the
HMCo framework, starting with 𝑠0 ∼ 𝑝(𝑠0):

𝜏ℎ,𝑚 = (𝑠0, 𝑎
ℎ
0 , 𝑠

ℎ
1 , 𝑎

𝑚
0 , 𝑠

𝑚
1 , ....) (4.7)

Where :

• The pair (𝑎ℎ𝑖 , 𝑠
ℎ
𝑖 ) represents the human action and the state that results from

that action as perceived by the human

• The pair (𝑎𝑚𝑖 , 𝑠
𝑚
𝑖 ) represents the machine action and the state that results from

that action as perceived by the machine

It should be noted that the human and machine states may be identical. The trajectory
definition in Eq.(4.7), is a typical definition for the multi-agent MDP [72]–[74].
However, due to human rationality and MDP’s abstraction power, the trajectory
is reformulated using the MDP definition in section 3.1.1 to represent the two-agent
Markovian environment, as follows:

𝜏𝑚 = (𝑠0, 𝑎
𝑚
0 , 𝑟

𝑚
1 , 𝑠1, 𝑎

𝑚
1 , 𝑟

𝑚
2 , 𝑠2, ....) (4.8)

2Remember that all agents acting in the environment are presumed to be unaware of the
environment’s dynamics
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Where :

• 𝑠𝑖 is the agent’s perception of the environment, which captures the transition
information caused by human action 𝑎ℎ𝑖 → 𝑠ℎ𝑖

• 𝑎𝑚𝑖 represents the 𝑖𝑡ℎ machine action

• 𝑟𝑚𝑖 is the reward given to the machine for executing the action 𝑎𝑚𝑖 within the
state 𝑠𝑖

For the trajectory 𝜏𝑚, human rationality is regarded as being encoded inside the
state observed by the machine. Consider this as adding more features to the state
vector, which improves generalization capacity while learning the machine policy [42],
[51]. The trajectory, Eq.(4.8), represents the interaction information, (𝑠, 𝑎, 𝑟), and
the machine agent should adapt its policy by utilizing this knowledge.

4.4 Improved Policy Gradient (PG) Algorithm

The improved PG algorithm, Algorithm 3, is a variation of the policy gradient algorithm,(Algorithm
2, section 3.3.2), that incorporates a co-adaptation loop to allow the machine to adapt
to the human behavior during interaction. The algorithm consists of three main loops:
a policy iteration loop, an interaction loop, and a policy co-adaptation loop.

The policy iteration loop is used to optimize the policy function, which maps the state
of the environment to an action. This loop is similar to the one used in the original
policy gradient algorithm, where the parameters of the policy function are updated
to maximize the expected reward. The interaction loop is used to collect data from
the interactions between the human and the machine. This data is used to update
the machine’s understanding of the human’s behavior.

The policy co-adaptation loop is used to adjust the machine’s policy function to
better align with the human’s behavior. The machine uses the data collected during
the interaction loop to update its policy function, which allows it to co-adapt to
the human’s behavior. Overall, the algorithm allows for a dynamic and adaptive
interaction between the human and the machine, where the machine is able to adapt
its behavior to better align with the human’s behavior. The algorithm is an extension
of the original policy gradient algorithm, which allows for a more robust and efficient
interaction between the human and the machine.
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Algorithm 3 Policy Gradient Algorithm
Initialization 𝜃0 ∈ 𝑅𝐻 , 𝑠0,𝑀𝑚𝑎𝑥, 𝑁𝑚𝑎𝑥, 𝐾

input : 𝛼, 𝛾,Σ, 𝜃 ∈ 𝑅𝐻

output : 𝜃* ∈ 𝑅𝐻

1 while (𝜃 ̸= 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑑) do
2 𝑢⃗𝜃

ℎ𝑢𝑚𝑎𝑛 = HumanAction ()
3 𝑁 = 1

4 while (𝑔𝑅𝐹 ̸= 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑑) do
5 for k = 1 to K do
6 𝑎𝑚𝑎𝑐ℎ𝑖𝑛𝑒 ∼ 𝜋𝜃(𝑎|𝑠𝑘−1)

7 𝑠𝑘, 𝑟𝑘, 𝑔𝑙𝑙𝑘, 𝑑𝑜𝑛𝑒 = OneStep (𝑠𝑘−1, 𝑎)
8 𝑅 = 𝑟𝑘 + 𝛾 *𝑅
9 ∇𝑔𝑙𝑙 = ∇𝑔𝑙𝑙 + 𝑔𝑙𝑙𝑘

10 if 𝑑𝑜𝑛𝑒 then do
11 Generate a new target at random (for indirect interaction)
12 Generate a new starting state at random (for direct interaction)
13 𝑁 = 𝑁𝑚𝑎𝑥

14 break

15 end

16 end
17 𝑁 = 𝑁 + 1

18 for h = 1 to H do
19 𝑏ℎ𝑁 = (𝑁 − 1) * 𝑏ℎ𝑁 +∇𝑔𝑙𝑙(ℎ)2 *𝑅
20 𝑏ℎ𝐷 = (𝑁 − 1) * 𝑏ℎ𝐷 +∇𝑔𝑙𝑙(ℎ)2

21 𝑏ℎ = 𝑏ℎ𝑁/𝑏
ℎ
𝐷

22 𝑔ℎ𝑅𝐹 = ((𝑁 − 1) * 𝑔ℎ𝑅𝐹 +∇𝑔𝑙𝑙(ℎ)2(𝑅− 𝑏ℎ))/𝑁

23 end
24 if 𝑔𝑅𝐹 𝑖𝑠 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑑 ∨ 𝑁 > 𝑁𝑚𝑎𝑥 then do
25 break

26 end

27 end
28 if 𝑔𝑅𝐹 𝑖𝑠 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑑 then do
29 𝜃 = 𝜃 + (𝛼𝑡𝑗 + 𝜆𝑡Λ

2)𝑔𝑅𝐹

30 𝑀 = 𝑀 + 1

31 end
32 if 𝜃 𝑖𝑠 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑑 ∨ 𝑀 > 𝑀𝑚𝑎𝑥 then do
33 break

34 end

35 end
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The improved PG algorithm, Algorithm 3, is explained for each line in the following.

• Initialization, Input and Output : These lines contain the hyperparameter
settings for the algorithm, including the maximum number of trajectories 𝑁𝑚𝑎𝑥,
the maximum number of policy iterations 𝑀𝑚𝑎𝑥 and the maximum number of
interaction steps 𝐾. As well as the initial conditions for the parameter vector
𝜃, and the initial state 𝑠0.

• Policy iteration loop(Line-1 - Line-34): This is the primary outer loop, and
the machine executes a new policy for each step within it when the policy
parameter vector is updated

– Human Action(Line-2): This function is in capable of generating human
rational action. However, in the case of two machines interacting together,
this would be one of the machines’ actions, as the following chapters will
illustrate

– The co-adaptation loop (Line-4 - Line-22) : The co-adaptation of the
machine to human actions is accomplished via this inner loop. This is the
fundamental improvement over the basic PG algorithm, Algorithm 2. The
machine produces interaction trajectories 𝜏𝑚 within this loop in order to
co-adapt to the human-executed action.These trajectories or experiences
are generated until the policy gradient converges. The convergence of the
policy gradient denotes the machine’s optimal co-adaptation to the given
human action. To prevent an infinite loop, a fixed maximum number of
trajectories, 𝑁𝑚𝑎𝑥, is introduced

∗ Experience/Interaction loop(Line-5 - Line-15): This loop generates
the experience or interaction trajectory 𝜏𝑚

∗ Policy gradient and Baseline loop(Line-17 - Line-22): For each
trajectory 𝜏𝑚 created by the Experience loop, this loop updates the
policy gradient and the baseline

– Co-adaptation convergence(Line-23 - Line-30): If the convergence of
the policy gradient is true, the policy parameter is changed. If it is false,
a new loop of co-adaptation is initiated using the old policy, and the
parameter vector, 𝜃, is not updated

• Policy convergence(Line-31 - Line-34): In two cases, the co-adaptation loop
terminates. The first case, if the policy is converged, is 𝜃 ≈ 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙. The
second case occurs when a predetermined number of policy gradient updates is
surpassed, which is 𝑀𝑚𝑎𝑥
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In comparison to the update rule introduced in Eq. (3.18), Line-31 contains a new
update rule. This way of updating is known as the Levenberg-Marquardt method
[75]. To the best of our knowledge, this update rule has never been used in the PG
algorithm.

𝜃 = 𝜃 + (𝛼𝑡𝑗 + 𝜆𝑡Λ
2)𝑔𝑅𝐹 (4.9)

Where:

• 𝛼𝑡𝑗 is the learning rate that is varying with time , in this thesis 𝛼𝑡𝑗 = 1/𝑡

• 𝜆𝑡 in this thesis it is called the exploration rate in gradient space

Levenberg-Marquardt method takes into account the curvature of the objective function,
which helps to prevent overshooting or oscillations in the search for the optimal
solution. A common choice for Λ is identity in cases where it is hard to compute the
Hessian of the objective function or the objective function has no closed form [75].

The Levenberg-Marquardt method uses 𝜆 to balance the contribution of the gradient
term and the curvature term. When 𝜆 is large, the algorithm behaves more like the
Gauss-Newton method, which is sensitive to the curvature of the objective function.
When 𝜆 is small, the algorithm behaves more like the gradient descent method, which
is sensitive to the gradient of the objective function. This improves the convergence
rate and the stability of the update process.

4.4.1 Exploration - Exploitation Dilemma

The choice of whether to explore or exploit is fundamental in the field of RL. Exploration
is the process of an agent continuously testing, often at random, every action that
might be taken in order to consider all possible consequences. Whereas exploitation
implies that the agent continues with the action that results in the highest possible
reward for a given situation [42], [52], [53], [56]. During the exploration phase, the
agent learns more about the environment it interacts with [42]. In other words, the
agent creates data through exploration that will be used for learning. The agent
will exploit this data to further learn about the consequences of each action. Better
learning often results from more data. The agent’s ability to utilize (exploit) this newly
created data in order to generate or produce a better decision is called exploitation
.Through exploitation, the agent may select the action that, according to a given
metric, such as the Q-value function, appears to have a better chance of achieving
the task goal. Within the HMCo framework, the exploration rate encodes the agent’s



4 Methodology: Coadaptation Problem Within the Reinforcement Learning
Framework

31

ability to co-learn, while the exploitation of the data generated while co-learning
encodes the agent’s ability to co-adapt.A probability distribution function represents
the agent’s policy in the case of PG. As a result, the exploration-exploitation concept
is implicitly used in the PG algorithm [31], [53], [58].The policy of the machine is
assumed to be a Gaussian probability distribution function, and the exploration of the
machine is controlled by the Gaussian covariance matrix. The following is the general
form of a Gaussian policy:

𝑎 ∼ 𝜋(.|𝑠) = 𝒩 (𝜇𝑎|𝑠,Σ𝑎|𝑠) =
1

(2𝜋)𝑚/2|Σ𝑎|𝑠|
exp
−(𝑎− 𝜇𝑎|𝑠)

𝑇Σ−1
𝑎|𝑠(𝑎− 𝜇𝑎|𝑠)

2

(4.10)

Where:

• 𝑎 ∈ 𝑅𝑚 is an action sampled from the policy 𝜋(.|𝑠)

• 𝑠 ∈ 𝑅𝑛 is the MDP’s state

• 𝜇𝑎|𝑠 ∈ 𝑅𝑚 is the mean value for the action 𝑎 given the state 𝑠

• Σ𝑎|𝑠 ∈ 𝑅𝑚×𝑚 is the covariance matrix for the action 𝑎 given the state 𝑠

A Gaussian probability distribution function’s covariance matrix, Σ𝑎|𝑠, governs the
machine’s ability to balance exploration and exploitation. Every time the policy is
updated, the machine exploration rate decreases. This enables exploration at a lower
rate while also enabling the machine to exploit (make use of) the new policy to
accumulate more rewards. The exploration rate eventually falls to a predetermined
minimum value, which is typically greater than zero and aids in escaping local minima
during the co-learning and co-adaptation processes.

4.4.2 Time Complexity

The time complexity function, 𝑇 (.), for Algorithm 3 is derived in this section. There
are four nested loops in Algorithm 3:

• Policy iteration loop: This is the outer loop, and it is run up to 𝑀𝑚𝑎𝑥 times.
This loop contains the Co-adaptation loop

• Co-adaptation loop: This loop is executed at most 𝑁𝑚𝑎𝑥 times and contains
the two loops listed below:

– Experience/Interaction loop: The agent generates a trajectory with a
maximum length of 𝐾, therefore this loop is run a maximum of 𝐾 times.
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– Policy gradient and Baseline loop: The maximum number of times
that the policy gradient and baseline updates are performed out is 𝐻,
where 𝐻 is the dimension of the parameter vector 𝜃.

To determine the time complexity order of this algorithm, the total number of
operations in the algorithm have to be counted. The following is a general overview
of the time complexity calculation rules:

• Let 𝑇1(𝑛) = 𝒪(𝑓(𝑛)) and 𝑇2(𝑛) = 𝒪(𝑔(𝑛)), then :

– 𝑇1(𝑛) + 𝑇2(𝑛) = 𝒪(𝑚𝑎𝑥(𝑓(𝑛), 𝑔(𝑛)))

– 𝑇1(𝑛) * 𝑇2(𝑛) = 𝒪(𝑓(𝑛) * 𝑔(𝑛))

Using these rules and tracing the loops in Algorithm 3, it is evident that this algorithm’s
time complexity is provided by:

𝑇𝑃𝐺𝐴 = 𝒪(𝑀 ·𝑁 ·𝑚𝑎𝑥(𝐾,𝐻)) (4.11)

The interpretation of the 𝑚𝑎𝑥(𝒪(𝐾),𝒪(𝐻)) term to the right is interesting. For
each iteration to estimate the gradient, the agent must create a trajectory with time
complexity of order 𝒪(𝐾) and loop through all of the parameter variables in the
parameter vector 𝜃 ∈ ℛ𝐻 .Therefore, the number of variables in the parameter vector
𝜃 has no impact on the time complexity of this algorithm, at least in theory, if the
machine agent is able to accomplish 𝐾 > 𝐻 steps before ending its trajectory.

Additionally, vectorization might be used to implement lines 20-25, which would
accelerate the execution of this process even more than 𝒪(𝐻). Intuitively, the size
of the parameter vector 𝜃, 𝐻, has no impact on the algorithm time complexity if the
machine agent spends more time generating data, or trajectories, in order to co-adapt
to the human behavior for the same task goal. The interaction time steps dominate
the algorithm time complexity as a result. By order of 𝑇𝑃𝐺𝐴, the local minimum
of this algorithm is guaranteed to be reached [31], [42], [52], [53], [55], [56], [58].
However, increasing the dimension of the parameter vector increases the complexity
and non-linearity of the objective function, resulting in more local minimums in which
the agent may get stuck. However, due to the nature of the stochastic policy within
the PG framework, the agent might overcome some of these local minimums (see
section 3.3.1).
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5 Results: Case Studies

The proposed technique and corresponding algorithm are implemented in two main
scenarios: indirect shared control and direct shared control. In the indirect shared
control scenario, a human interacts with a joystick to track and reach a target on
the screen. The target’s position changes each time the human reaches it. The
joystick deliberately mismaps human actions. In other words, when the joystick is
moved in the direction 𝑑1, it generates 𝑑2. In the direct shared control scenario, the
human and machine interact by playing the SeeSaw game. Reaching the SeeSaw’s
equilibrium point without oscillation is the objective of this task. In both scenarios, it is
desired that the machine chooses actions to co-adapt to human behavior continuously.
In these two scenarios, a machine and a human interact together to accomplish a
common goal. Co-adaptation is accomplished in the HMCo framework by two agents
who can co-learn and co-adapt simultaneously. In chapter 4, it is demonstrated
how RL approaches, in which an adaptive agent is assumed to interact with the
environment, can take into account co-learning and co-adapting abilities (see section
4.4.1). Humans are regarded as rational in the sense that they are able to assess
every situation and decide what is best to do. The RL agent achieves this level of
performance by interacting with the environment and minimizing the reward-prediction
error 𝛿𝑘. This leads to the introduction of a third scenario, in which two learning agents
are collaborating to complete the task. This scenario is similar to the SeeSaw case, but
instead of a human, a machine is used. It is assumed in the first two scenarios and for
simulation purposes that the human has already learned and reached optimality. To
demonstrate the effect of co-learning and co-adaptability, the third scenario is chosen
in which two agents (two machines) play the SeaSaw and both of them explicitly
perform RL. The two machines therefore have to interact in order to co-adapt to one
another’s actions in order to achieve the same goal, which governs the interaction.

The HMCo framework with the PG algorithm is introduced and discussed in the
following sections for each of these three scenarios. It is worth mentioning that in RL
community the expected long-term expected reward is the only value used to assess
and measure the performance of a given algorithm [42]. The discussion of other
quantities like the policy parameter convergence and the policy gradient is just to
give a context for the algorithm’s performance.



34 5 Results: Case Studies

5.1 Indirect Shared Control Scenario

This scenario is based on [6]. The case contains all of the HMCo components. In
order to follow a target on the screen, the human interacts with a joystick. The
target moves to a new position randomly once the human reach it. The cursor on the
screen does not move as the human intends, but rather moves in a twisted direction
due to a wrong mapping between the received movement (the command) and the
implemented movement (the cursor on the screen). The machine should fix this
problem by learning and adaptation.

5.1.1 The Environment Mathematical Model

To be able to simulate this scenario, a mathematical model for the environment is
needed. This model is not used for learning (through PG algorithm) since learning is
model-free, as explained previously.

• The Human Model: As it is assumed that humans will behave in an optimal
way, the human generates the action 𝑢ℎ𝑢𝑚𝑎𝑛, which, if correctly translated by
the joystick, leads to the target. The human action is given by:

𝑢ℎ𝑢𝑚𝑎𝑛 = |𝑢ℎ𝑢𝑚𝑎𝑛|∠𝛾𝑡𝑎𝑟𝑔𝑒𝑡 = (𝑢𝑥
ℎ𝑢𝑚𝑎𝑛, 𝑢

𝑦
ℎ𝑢𝑚𝑎𝑛)

𝑇 ∈ 𝑅2 (5.1)

where |𝑢ℎ𝑢𝑚𝑎𝑛|1 denotes the magnitude of the applied speed by the human,
𝛾𝑡𝑎𝑟𝑔𝑒𝑡 is the angle from the cursor position on the screen to the target position
on the screen, 𝑢𝑥

ℎ𝑢𝑚𝑎𝑛 is the horizontal component of the applied human velocity,
and 𝑢𝑦

ℎ𝑢𝑚𝑎𝑛 is the vertical component of the applied human velocity. The
dimension of the action space in this case is 𝑚 = 2.

• The Joystick Model: The joystick is represented as a twisted mapping from
human action, 𝑢ℎ𝑢𝑚𝑎𝑛, to joystick action, 𝑢𝑗𝑜𝑢𝑠𝑡𝑖𝑐𝑘. The joystick action is then
given by:

𝑢𝑗𝑜𝑦𝑠𝑡𝑖𝑐𝑘 = 𝑅(𝛽𝑡𝑤𝑖𝑠𝑡)𝑢ℎ𝑢𝑚𝑎𝑛 ∈ 𝑅2 (5.2)

where 𝑅(.) ∈ 𝑅2×2 is a rotation matrix2 representing the joystick’s twist and
𝛽𝑡𝑤𝑖𝑠𝑡 is the twisting angle. It is assumed that |𝑢𝑗𝑜𝑦𝑠𝑡𝑖𝑐𝑘| = |𝑢ℎ𝑢𝑚𝑎𝑛| = 1.

1The symbol |.| denotes the 1-norm
2A rotation matrix is a square matrix for which 𝑅𝑅𝑇 = 𝐼
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• The Machine Policy: The machine observes the result of the mismapped
human action, 𝑢𝑗𝑜𝑦𝑠𝑡𝑖𝑐𝑘. The machine’s policy then chooses the action 𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒,
which is given by:

𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒 ∼ 𝜋𝜃(.|𝑢𝑗𝑜𝑦𝑠𝑡𝑖𝑐𝑘) = 𝒩 (𝑅(𝜃)𝑢𝑗𝑜𝑦𝑠𝑡𝑖𝑐𝑘,Σ) (5.3)

where the machine’s policy is given by a Gaussian probability distribution function
around 𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒, 𝑅(.) is a rotation matrix, the angle 𝜃 is the policy parameter,
and Σ is the policy covariance or exploration rate.

• The Dynamics or the Transition Model: The transition model for this
scenario’s environment is given by:

𝑝𝑡+1 = 𝑝𝑡 +∆𝑡𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒 ∈ 𝑅2 (5.4)

where 𝑝𝑡𝑖𝑛
2 represents the 𝑡𝑡ℎ cursor position and ∆𝑡 represents the sampling

time between two consecutive positions

• The Reward Function: In order to quantify how well the machine responds
to a specific human action, a feedback signal is required. This feedback signal
is the immediate reward signal 𝑟𝑡. The proposed reward function is given by:

𝑟𝑡 = 1 +
|𝑑𝑡−1| − |𝑑𝑡|
|𝑝𝑡 − 𝑝𝑡−1|

(5.5)

where :

– 𝑑𝑡 is the distance between the cursor 𝑡𝑡ℎ position on the screen and the
target current position3

– 𝑝𝑡 is the 𝑡𝑡ℎ cursor position

– If |𝑝𝑡 − 𝑝𝑡−1| = 0, the immediate reward 𝑟𝑡 = 0

For a perfect motion toward the target and a perfect motion away from the
target, the suggested reward function gives +2 and 0, respectively.

The goal is that the machine learns a policy for selecting actions to co-adapt to human
behavior, that is indirectly observed through 𝑢𝑗𝑜𝑦𝑠𝑡𝑖𝑐𝑘, using the PG algorithm, with
the human-machine interaction being as follows (see figure 5.1):

• Do until co-adaptation achieved:

3The target position changes randomly once it is reached
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1. The human rationally generates what she/he believes to be the best or
optimal action,𝑢ℎ𝑢𝑚𝑎𝑛, by moving the joystick in accordance with the
target on the screen

2. The joystick mismaps human actions,𝑢𝑗𝑜𝑦𝑠𝑡𝑖𝑐𝑘, so the action displayed on
the screen,𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒, is not the intended human action

3. The machine policy receives a scalar reward signal that indicates how well
it responded to the human action

4. The machine co-adapts to human actions, given the twisted joystick, using
the PG algorithm based on the reward signal

5. The machine policy corrects (compensates) gradually for the joystick twisting

Figure 5.1: The problem of indirect shared control

5.1.2 PG algorithm implementation and results

The PG learning algorithm is demonstrated in Algorithm 3.Under the following hyper-parameter
settings, the algorithm is run:

1. The screen size is 70x70 units

2. The learning rate is 𝛼 = 0.9

3. The discount factor is 𝛾 = 0.85

4. The exploration rate is Σ = 0.1

5. The sampling time is ∆𝑡 = 1/60
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Different joystick twisting angles, or 𝛽𝑡𝑤𝑖𝑠𝑡, are examined in the sections that follow.
According to [42], the performance of the RL agent is assessed using the long-term
expected reward, or cumulative reward, of independent runs. To obtain the results,
100-independent runs are performed. Each run comes to an end when the agent’s
policy converges. For example, figure 5.2 shows the trajectory for 10-independent
runs, where each run converges to a local optimal policy. The average over these
runs is computed to measure the performance of the machine for a given 𝛽𝑡𝑤𝑖𝑠𝑡. The
simulation is run on a laptop with a Core i5-3230M processor running at 2.6 GHz,
four CPUs, and 8 GB of RAM.

Figure 5.2: The trajectory of the parameter 𝜃 through the co-adaptation process,
where the ×-line represents the true twist value 𝛽𝑡𝑤𝑖𝑠𝑡 = 50

5.1.3 Results

For this scenario of indirect shared control, the results for two cases (fixed initial
position and random initial position) were obtained. The trajectory definition, Eq.(3.16),includes
the initial position distribution 𝑝0. If the initial position is assumed to be fixed, there
is no randomness associated with it, and 𝑝0 is changed to 1. If the initial position
is determined at random, it is chosen randomly for any location within the screen’s
boundary. According to [42], this scenario is known as "Exploring-Starts", in which
the agent, or the machine in this case, uses the randomness of the initial position to
explore the state space. The expected long-term reward for the two cases is shown
in figure 5.3. In this case, the 𝛽𝑡𝑤𝑖𝑠𝑡 is 10 degrees. The agent accumulates rewards
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faster for a fixed initial position (the ⋆-curve) than for a random initial position (the
×-curve).This is due to the influence of the random initial position, which results in a
random starting position for each trajectory and increases the agents’ generalization
to the entire state space along with the policy exploration rate Σ that is reduced
gradually through the interaction (see section 4.4.1). The newly visited (explored)
region within the screen state space also allows the agent to accumulate more rewards
toward the end of the interaction process as depicted in figure 5.3 during the very
last generated trajectories.

PG algorithm,(see section 4.4, Algorithm 3), is referred to to highlight the results
and provide further context. Within the experience loop, trajectories are generated
that demonstrate the machine’s experience, to learn from, through interaction with
the human. As a result, the machine would receive more rewards by enabling this
interaction to take place across the entire state space, or all potential starting positions,
as opposed to a fixed starting position. As a result, compared to a fixed initial position,
the policy gradient loop generates a direction that increases reward accumulation.
Finally, the co-adaptation loop updates the policy and create a new machine’s
policy that is more adapting to human behavior than the old policy. The obtained

Figure 5.3: The expected long-term reward for indirect-shared control

parameter 𝜃, by the co-adaptation loop, will be applied by the new policy through
the rotation matrix 𝑅(.) in order to account/compensate for the twist angle 𝛽𝑡𝑤𝑖𝑠𝑡.The
following equation represents how compensation occurred by combining Eq.(5.2) and
Eq.(5.3):

𝜇𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒
= 𝑅(𝜃 + 𝛽𝑡𝑤𝑖𝑠𝑡)𝑢ℎ𝑢𝑚𝑎𝑛 (5.6)
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Where 𝜇𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒
is the mean value for the machine action4. Therefore, in order to

account for the twisted joystick, the machine policy will now apply a rotation matrix
𝑅(−𝜃), as stated in Eq.(5.6). This produces the identity matrix, indicating that
the applied human action is correctly mapped by the machine policy in order to
track the target on the screen. The machine co-adaptation to the human behaviour

Figure 5.4: The policy convergence, for fixed initial position. Where the × indicates
the true twist value 𝛽𝑡𝑤𝑖𝑠𝑡 = 10 degree

is depicted in figures 5.4 and 5.5. The convergence of the policy is assessed by
the convergence of the parameter 𝜃 to the correct joystick twisting that is 𝛽𝑡𝑤𝑖𝑠𝑡.
The box-plot in Figures 5.4 and 5.5 show the average of 100-independant runs,
where each run results in a sequence for 𝜃 values through the adaptation process.
The box-plot shows the mean value, the horizontal line that splits the box, of the
parameter 𝜃 and the covariance, the vertical length of the box, across all runs. The
dots along the vertical length of the boxes represent outliers for the parameter 𝜃

within that update phase. The agent’s capacity for learning, that is, exploiting the
generated trajectories in order to learn the policy (policy parameter), is significantly
influenced by the randomness introduced by the machine’s policy and the initial
position distribution. The baseline 𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟, (introduced in section 3.3.2, Eq.(3.21)
and Eq.(3.25)), reduces the covariance of the estimated parameter 𝜃 to its minimum
value. Thus, the randomness aids in fast learning and better generalization, while the
covariance of the learned policy parameter is minimized.

Figure 5.6 shows the policy gradient estimate for the 100-independant runs. The
4Keep in mind that the actual 𝛽𝑡𝑤𝑖𝑠𝑡 is unknown for both the machine and the algorithm
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Figure 5.5: The policy convergence, for random initial position.Where the × indicates
the true twist value 𝛽𝑡𝑤𝑖𝑠𝑡 = 10 degree

Figure 5.6: The policy gradient of the co-adaptation loop

co-adaptation, that is the update of the parameter 𝜃, occurs once the policy gradient
converges locally for a given set of generated trajectories that is generated by the
experience loop, (see section 4.4, Algorithm 3).
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5.2 Direct Shared Control

In this scenario, there is direct human-machine interaction required to complete the
task. Without any oscillation, the SeaSaw stick should be balanced. The system must
be critically damped, which means that the damping ratio 𝜁 is equal to 1. In this
scenario, which is depicted in figure 5.7,both the human and the machine go through
a sequence of actions to balance the stick without oscillation. In order to co-adapt
to human behavior, the machine must directly learn the actions.

5.2.1 The Environment Mathematical Model

As previously stated in section 5.1.1, the models are required only for simulation
purposes and do not used by PG algorithm.

• The Human Model: In this scenario, the following assumptions are used for
the human model (for further illustration see the Transition Model)):

– The human continues to perform the same policy, while interacting with
the machine

– Human actions can be thought of as adding stiffness or damping to the
system. However, the machine performs a damping action when the
human performs a stiffness action, and vice versa

• The Machine Model or The Policy: The machine policy is represented by
a probability distribution function as illustrated in the next step for Transition
model or the Dynamics.

Figure 5.7: The SeaSaw shared control task
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• The Dynamics or the Transition Model: According to figure 5.7, the human
applies its action, 𝑢ℎ𝑢𝑚𝑎𝑛 ∈ 𝑅1, and the machine applies its actions, 𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒 ∈
𝑅1, thus the total applied action 𝑢𝑡𝑜𝑡𝑎𝑙 ∈ 𝑅1, or in this case the total applied
torque is:

𝑢𝑡𝑜𝑡𝑎𝑙 = 𝑢ℎ𝑢𝑚𝑎𝑛 + 𝑢𝑚𝑎𝑐𝑖𝑛𝑒 (5.7)

In order to balance the SeaSaw, the angular angle5 𝜃 and the angular velocity
𝜃 are desired to be equal to zeros. That is, when (𝜃𝑑, 𝜃𝑑) = (0, 0), 𝜃𝑑 and 𝜃 are
the desired angular angle and angular velocity, respectively. The dynamics that
governs this interaction is given by the following differential equation under the
assumption of no friction and no damping in the SeaSaw’s joint (see figure 5.7):

𝐽𝜃 = 𝑢𝑡𝑜𝑡𝑎𝑙 (5.8)

where 𝐽 is the SeaSaw inertia, and 𝑢𝑡𝑜𝑡𝑎𝑙 is given as:

𝑢𝑡𝑜𝑡𝑎𝑙 = (𝑘𝑝ℎ + 𝑘𝑝𝑚)(𝜃𝑑 − 𝜃) + (𝑘𝑑ℎ + 𝑘𝑑𝑚)(𝜃𝑑 − 𝜃)

Under the assumption that (𝜃𝑑, 𝜃𝑑) = (0, 0), the following is obtained:

𝑢𝑡𝑜𝑡𝑎𝑙 = −(𝑘𝑝ℎ + 𝑘𝑝𝑚)𝜃 − (𝑘𝑑ℎ + 𝑘𝑑𝑚)𝜃 (5.9)

where 𝑘𝑑ℎ and 𝑘𝑝ℎ are the human policy parameters for damping and stiffness
effect, respectively, and 𝑘𝑑𝑚 and 𝑘𝑝𝑚 are the machine policy parameters for
damping and stiffness effect, respectively. From this, the human and the
machine policies are represented as follows:

– The human policy is:

𝑢ℎ𝑢𝑚𝑎𝑛 = −𝑘𝑝ℎ𝜃 − 𝑘𝑑ℎ𝜃 (5.10)

– The machine policy is represented by a probability distribution function as
follows:

𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒 ∼ 𝜋(.|𝜃, 𝜃) = 𝒩 (−𝑘𝑝𝑚𝜃 − 𝑘𝑑𝑚𝜃,Σ) (5.11)

where Σ denotes the machine’s policy covariance.

When the human only performs stiffness action, 𝑘𝑑ℎ = 0, whereas when the
human performs damping action, 𝑘𝑝ℎ = 0.The same is true for the machine side,
in that both humans and machines are responsible for one type of action. The

5Do not get confused, 𝜃 is the angular angle and not the policy parameter
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following differential equation, with the assumption that 𝜃𝑑 = 0, is obtained by
substituting Eq.(5.9) in Eq.(5.8):

𝐽𝜃 + (𝑘𝑑ℎ + 𝑘𝑑𝑚)𝜃 + (𝑘𝑝ℎ + 𝑘𝑝𝑚)𝜃 = (𝑘𝑝ℎ + 𝑘𝑝𝑚)𝜃𝑑 (5.12)

By taking the Laplace transform of Eq.(5.12), and finding the transfer function,
the following is obtained6:

𝜃(𝑠)

𝜃𝑑(𝑠)
=

𝑘𝑝ℎ+𝑘𝑝𝑚
𝐽

𝑠2 +
𝑘𝑑ℎ+𝑘𝑑𝑚

𝐽
𝑠+

𝑘𝑝ℎ+𝑘𝑝𝑚
𝐽

𝜃(𝑠)

𝜃𝑑(𝑠)
=

𝜔2
𝑛

𝑠2 + 2𝜁𝜔𝑛𝑠+ 𝜔2
𝑛

(5.13)

where 𝜁 denotes the system damping and 𝜔𝑛 denotes the system natural frequency.

• The Reward Function: The following reward function is proposed to fulfill
the task goal:

𝑟𝑡 = −(1− 𝜁𝑡)
2 − 𝑒2𝑡 (5.14)

where 𝜁𝑡 is the current system damping and 𝑒𝑡 = 𝜃 − 𝜃𝑑 is the current error
between the current and desired orientation.

The machine learns a policy for selecting actions, 𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒 = 𝑘𝑑𝑚𝜃, to co-adapt to
human behavior, 𝑢ℎ𝑢𝑚𝑎𝑛 = 𝑘𝑝ℎ𝜃, using the PG algorithm, with the human-machine
interaction being as follows (see figure 5.8):

• Do until co-adaptation achieved:

1. In this scenario, it is assumed that the human will take the same policy
𝑢ℎ𝑢𝑚𝑎𝑛,i.e the human’s policy parameters are fixed

2. The machine observes the environment state, 𝜃, 𝜃, and generates an action
𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒

3. The next state, 𝜃, is used to calculate 𝑒𝑡, is generated by the environment
dynamics (see Eq.(5.12) and Eq.(5.13))

4. For the applied machine and human actions, the current system damping
𝜁𝑡 is calculated

5. The machine policy receives a scalar reward signal, 𝑟𝑡, indicating how well
it responds to human action in terms of 𝑒𝑡 and 𝜁𝑡

6s here denotes the Laplacian operator
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6. Based on the reward signal, the machine co-adapts to human actions using
the PG algorithm

7. The machine’s policy improves as it receives the reward feedback signal

Figure 5.8: The problem of direct shared control

5.2.2 Algorithm Implementation

The PG learning algorithm is demonstrated in Algorithm 3.Under the following hyper-parameter
settings, the algorithm is run:

1. The learning rate is 𝛼 = 0.9

2. The discount factor is 𝛾 = 0.95

3. The exploration range is Σ𝑑,𝑝 = [1, 5]

4. The sampling time is ∆𝑡 = 1/60

5. The value for the human and the machine actions are conditioned to be in the
following interval, 𝑘𝑝ℎ = 10, 𝑘𝑑𝑚 ∈ [1, 250]

6. The SeaSaw’s inertia is 𝐽 = 1

To obtain the results, 100-independent runs are performed. Each run comes to an
end when the agent’s policy converges.
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Figure 5.9: The expected long-term reward for direct-shared control, where the
covariance Σ× = 3 > Σ⋆ = 1

5.2.3 Results

Figure 5.9 shows the total reward for 100-independent runs for achieving the 𝜁 = 1

goal.Figure 5.9 depicts the results for two different exploration rates (different policy
covariances of Σ⋆ and Σ×) and a random initial orientating. The ×-curve shows the
result of higher exploration, while the ⋆-curve shows the result of a lower exploration
rate. The cumulative reward curve in these two cases is smoother compared to the
cumulative reward in the case of indirect shared control (see figure 5.3), where the
dynamics is an algebraic equation (see Eq.(5.4)). The environment model in this
scenario is a double integrator, Eq.(5.8), which plays the role of a filter that filters
out some of the environment’s randomness due to the machine’s policy and random
initial starting position. The 𝜁 values through the co-adaptation process are shown
in figures 5.10 and 5.11, where on average the desired no oscillation behavior is
satisfied.

The mean values for the machine policy parameter 𝑘𝑑𝑚 for the high exploration case
and the low exploration case were found to be 16 and 3.8 respectively. Figure 5.12
illustrates the co-adaptation loop behaviour where the changes (peaks) in the
gradient of the lower exploration curve (⋆-curve) occurs earlier compared to the case
of a higher exploration rate (×-curve). Once the gradient converges (the right side of
the figure 5.12), the agent reward accumulation starts to settle in and there is no more
reward to obtain, thus the policy also converges. The baseline 𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟, (introduced
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Figure 5.10: The system damping ratio 𝜁, for high covariance Σ×

Figure 5.11: The system damping ratio 𝜁, for low covariance Σ⋆

in section 3.3.2, Eq.(3.21) and Eq.(3.25)), reduces the covariance of the estimated
parameter 𝑘𝑑𝑚 to its minimum value. Thus, the randomness aids in fast learning
and better generalization, while the covariance of the learned policy parameter is
minimized and bounded. The time response for the seesaw orientation position after
applying the obtained policy parameter for the two exploration scenarios is shown in
Figure 5.13. Applying the policy parameter found for the low exploration example
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Figure 5.12: The machine policy gradient for 𝑘𝑑

Figure 5.13: The time response for 𝜃, by applying the obtained policy parameter 𝑘𝑑𝑚

leads to the response displayed in Figure 5.13, which oscillates before achieving
equilibrium. In contrast, the response doesn’t oscillate and approaches equilibrium in
the case of a high exploration rate.
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Figure 5.14: The problem of direct shared control (the two machines scenario)

5.3 Machine - Machine Co-adaptation

In this scenario, the two agents are merely machines. In the previous case, the human
is assumed to have already learned his optimal policy. This case’s motivation is to
examine what happens if two agents co-learn and co-adapt simultaneously. This case
belongs to the direct shared control, where Eq.(5.9) contains two machines actions
instead of one for the human and the other for the machine as follows.

𝑢𝑡𝑜𝑡𝑎𝑙 = 𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒1 + 𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒2 ∈ 𝑅1 (5.15)

where:
𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒1 ∼ 𝜋(.|𝜃) = 𝒩 (−𝑘𝑝𝑚1

𝜃,Σ1) (5.16)

𝑢𝑚𝑎𝑐ℎ𝑖𝑛𝑒2 ∼ 𝜋(.|𝜃) = 𝒩 (−𝑘𝑑𝑚2𝜃,Σ2) (5.17)

Each machine is responsible for just performing one type of action. Σ1 and Σ2

represent the covariance (exploration rates) for the first and second machines, respectively.The
direct shared control structure is used in this situation as well.
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5.3.1 Algorithm Implementation

The PG learning algorithm is demonstrated in Algorithm 3.Under the following hyper-parameter
settings, the algorithm is run:

1. The learning rate is 𝛼 = 0.9

2. The discount factor is 𝛾 = 0.95

3. The exploration range is Σ𝑑,𝑝 = [1, 5]

4. The sampling time is ∆𝑡 = 1/60

5. The value for the human and the machine actions are conditioned to be in the
following interval, 𝑘𝑝𝑚1, 𝑘𝑑𝑚2 ∈ [1, 250]

6. The SeaSaw’s inertia is 𝐽 = 1

To obtain the results, 100-independent runs are performed. Each run comes to an
end when the the machines’ polices converge.

5.3.2 Results

Figure 5.15: The expected long-term reward for direct-shared control

The expected cumulative reward is shown in figure 5.15. Both machines aim to
maximize a shared, common, reward function (see section 4.3.1), in order to achieve
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the task goal that is 𝜁 = 1 and 𝑒𝑡 = 0. When both machines explore at the same
rate (×-curve, Σ𝑑 = Σ𝑝 = 1), convergence occurs faster than when they explore at
different rates (⋆-curve and ♦-curve). When the covariances differ, that is, when the
exploration differs, the accumulating reward behavior changes.

The convergence occurs faster when the machine that adds damping to the system
explores more (⋆-curve, Σ𝑑 = 1 < Σ𝑝 = 2) than when the machine that adds stiffness
explores more (♦-curve, Σ𝑝 = 2 > Σ𝑑 = 1). This is due to the fact that increasing
the system’s damping will increase the damping ratio and reduce oscillation. To
achieve the desired outcome of 𝜁 = 1, more interaction steps are required when the
stiffness term is present. This is due to the increase in oscillation and the speed of
the system’s response. The 𝜁 values through the co-adaptation process are shown in

Figure 5.16: The system damping ratio 𝜁, for unequal covariances

figure 5.16, where on average the desired no oscillation behavior is satisfied.

The mean values for the first machine policy parameter, 𝑘𝑝𝑚1 , were found to be 16 in
the case of Σ𝑑 > Σ𝑝, and 25 in the case of Σ𝑝 > Σ𝑑. For the second machine policy
parameter, 𝑘𝑑𝑚2 , the mean values were found to be 12 in the case of Σ𝑑 > Σ𝑝, and
58 in the case of Σ𝑝 > Σ𝑑.

For various exploration rates for each machine, the co-adaptation loop behavior
is depicted in figures 5.17 and 5.18. In comparison to the machine that stiffens the
system, the policy gradient for the machine that dampens the system has experienced
higher peaks or changes for the two exploration rates. In other words, even though
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Figure 5.17: The policy gradient for 𝑘𝑝 (×-curve), and the policy gradient for 𝑘𝑑
(⋆-curve). Where Σ𝑑 > Σ𝑝

the exploration rate for damping machines is lower than the exploration rate for
stiffening machines, the PG algorithm tends to explore more within damping actions
(dampening machine). This implies that the goal of the proposed reward function
and the PG algorithm is to select the action that results in faster and less oscillatory
behavior. As previously discussed, increasing damping stabilizes the system, helps it
reach equilibrium faster, and dampens system overshoot by simultaneously lowering
(𝜁𝑡 − 1) and 𝑒𝑡. The baseline 𝑏𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟, (introduced in section 3.3.2, Eq.(3.21) and
Eq.(3.25)), reduces the covariance of the estimated parameter 𝑘𝑑𝑚 to its minimum
value. Thus, the randomness aids in fast learning and better generalization, while the
covariance of the learned policy parameter is minimized and bounded. Figure 5.19
shows the time response for the seesaw orientation position after applying the obtained
policies’ parameters. It can be seen that higher exploration rates for the stiffness
parameter compared to the damping parameter result in a higher 𝑘𝑑𝑚2 value than
lower exploration rates for the damping parameter. This is due to the fact that,
through interaction, in order to reduce the effect of a higher stiffness factor, 𝑘𝑝𝑚1,
a higher value for 𝑘𝑑𝑚2 is required to reduce its effect and satisfy the required task
reward function, which is 𝜁𝑡 − 1 → 0 and 𝑒𝑡 → 0. Whereas in the case of a higher
exploration rate for the damping parameter, a higher stiffness parameter is needed
to reduce the effects of high damping and reach the intended task goal. It is worth
pointing out that the difference in the values for the two scenarios is due to the
fact that there is no direct access to the applied action by each machine through
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Figure 5.18: The policy gradient for 𝑘𝑝𝑚1 (×-curve), and the policy gradient for 𝑘𝑑𝑚2

(⋆-curve). Where Σ𝑝 > Σ𝑑

interaction, since each machine notices the effect of the other machine’s action.
Moreover, the exploration rates, whether for damping or stiffness, drive the generation
of differing trajectories of interaction. This results in different policy gradients that
drive the update for the policy parameter.

Figure 5.19: The time response for 𝜃, by applying the obtained policies’ parameters
𝑘𝑝𝑚1 and 𝑘𝑑𝑚2
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6 General Discussion

The main focus of this chapter is to examine the practical implementation of the
proposed algorithm for co-adapting a machine’s policy to a human’s behavior in
the context of the HMCo problem. The proposed scenarios presented in this thesis
are highly relevant to real-life applications, particularly in robotics and teleoperation,
where coordination between human operators and machines is crucial. In this chapter,
the rationality assumption, which is a fundamental aspect of the proposed algorithm,
will be discussed, as will the implications of not considering this assumption. Additionally,
this chapter will cover the limitations and computational complexity of the algorithm
and the importance of selecting the appropriate hyperparameters for the policy gradient
algorithm to achieve optimal performance.

6.1 The Importance of the Proposed Case Studies

Firstly, the double integrator system represents the SeaSaw example, a model that is
frequently used in robotics and other control systems. It is a simple and mathematically
tractable model that can be used to represent a wide range of systems, such as robotic
arms, drones, and other mobile robots [76]. Furthermore, the double integrator system
is a well-established benchmark for control algorithms [76]–[78], making it a suitable
case study for evaluating the performance of HMCo algorithms.

Secondly, the joystick example is a practical application of HMCo in the field of
teleoperation [79]. Teleoperation is a method of controlling a remote machine or
robot using a human operator, and it is commonly used in applications such as
remote surgery, nuclear power plant maintenance, and space exploration [80]–[82].
The human operator uses a joystick to control the remote machine, but the joystick
may be uncertain or have other issues, such as time delay, that make it difficult
for the operator to control the machine. In such cases, using a policy gradient
algorithm to co-adapt the machine’s policy to the human’s behavior can improve
the performance and usability of the teleoperation system. This is important in
applications where human-machine coordination is crucial, such as in remote surgery,
where precise control is required to avoid damaging healthy tissue [83].
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Overall, both the double integrator system and the joystick example are important
case studies in the field of human-machine co-adaptation. The double integrator
system allows researchers to study the fundamental principles of control theory in a
simplified setting, while the joystick example is a practical application of HMCo in
the field of teleoperation. Both case studies have important implications for a wide
range of real-world applications, including robotics, control theory, and teleoperation.
Furthermore, both cases can be used as a base for further research in the field.

6.2 The Rationality Assumption

In this thesis, one of the key assumptions made is that humans are rational in their
actions, meaning they always pick the right action to achieve a given task. However,
in many real-world scenarios, the human may not have the knowledge or expertise to
act the right way and may learn through interaction with the machine. In this case,
the actions may not be aligned with the task goal, leading to increased complexity for
the machine to co-adapt to their behavior. This can lead to an increase in complexity
for the machine to co-adapt to the human’s behavior.

It is important to note that in the context of HMCo, the human and the machine do
not have prior knowledge of each other’s behavior, making the interaction model-free.
This means that the machine cannot predict the human’s actions, and the human
cannot predict the machine’s. In this context, the assumption of rationality is the
basic minimum requirement to establish a framework for the machine to co-adapt to
the human’s behavior. The rationality assumption allows the machine to evaluate the
human’s actions in terms of how they contribute to achieving the task’s goal, and the
machine can evaluate its own actions based on the reward it receives. Additionally, the
rationality assumption allows the machine to learn about the human’s intentions and
co-adapt accordingly without the need for a detailed model of the human’s behavior.
It is worth noting that assuming rationality does not mean that humans are always
optimal or that their actions are always the best; it means that humans are trying to
achieve the task’s goal, and the machine can co-adapt to this behavior.

Without this assumption, the problem of HMCo becomes underconstrained, and it
is unclear what the machine should co-adapt to. Therefore, the problem becomes
more complex. This is because, as outlined in Eq. (4.4), the human’s intention is
no longer directly associated with achieving the goal, i.e. 𝛿 ̸= 0. To handle this, the
problem can be reformulated as a Partial Observable MDP (POMDP), in which the
human’s intention is included as a part of the POMDP’s state [84]–[88]. This requires
inferring and incrementally updating the human’s intention using Eq. (4.3), which



6 General Discussion 55

increases the computational complexity of the problem and affects the convergence
characteristics in terms of hyperparameters.

This solution is compatible with the policy gradient algorithm, which can also be
applied in the case of POMDP [89], [90], and the problem remains model-free as no
explicit model for the human is required except for the human intention model that
is inferred incrementally through interaction.

6.3 Practical Aspects of the Proposed Algorithm

This section discusses some of the practical implementation aspects of the proposed
algorithm. First of all, the hyper-parameter selection is discussed, followed by the
algorithm’s performance regarding the various loops defined in section 4.4, and finally,
the algorithm’s scalability, complexity, and memory are discussed.

For the two cases of indirect shared control and direct shared control, the human
action is associated with a small uniform randomness that accounts for the randomness
caused by the environment that affects the human action; that is, even if the human
generates a rational action, the action’s implementation in real life may be associated
with some randomness due to the associated used equipment during the experiment
set up.

6.3.1 Selection of Hyper-parameters

Hyperparameter selection is an important step in the policy gradient algorithm, as it
can significantly impact the performance of the algorithm. The learning rate controls
the rate at which the algorithm updates the policy parameters [41]. A higher learning
rate will result in more rapid updates but may also lead to instability and overshooting
the optimal solution [91]. A lower learning rate will result in more stable updates but
may be slower to converge. The exploration rate controls the degree of exploration
versus exploitation in the algorithm. A higher exploration rate will result in the
algorithm exploring more of the state space, while a lower exploration rate will result
in the algorithm exploiting the current policy more [42], [55], [56]. The discount factor
𝛾 controls the trade-off between short-term and long-term rewards in the algorithm. A
higher discount factor will result in the algorithm placing more emphasis on long-term
rewards, while a lower discount factor will place more emphasis on short-term rewards
[45]. Finally, the initialization of the policy can also have a significant impact on
the performance of the algorithm. A poor initialization can lead to the algorithm
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getting stuck in a suboptimal solution, while a good initialization can result in faster
convergence to the optimal solution.

The following summarizes the selection of each parameter and its effect on other
values.

• Learning rate 𝛼: The learning rate controls the step size within the gradient-space
of the objective function that is the expected long-term reward. The learning
rate is decreased gradually with each update of the parameter (see Eq.(4.9)).
This decrease in learning rate aids in exploring more within the gradient-space at
the start of updates and decreases as the update progresses. Small values tend
to give a very slow (and divergent behavior in some cases), whereas starting from
higher values like 0.9 or 1 results in a more stable behavior for the algorithm.
Finally, the update method of the Eq.(4.9) reduces simulation run-time. This
is due to the fact that it makes use of the curvature of the objective function
via the parameter Λ. A function’s second derivative is frequently chosen to be
Λ. This improves gradient space exploration to produce a more stable update
that is robust to noise in gradient estimation, has numerical round-off, and is
non-stationary for the MDP environment probability space. This reduces the
learning time for each run by an average of 3.20 versus the update rule in
Eq.(3.18)

• The discount factor 𝛾 ∈ [0, 1): The discount factor controls policy behavior;
that is, low values result in a greedy (shortsighted policy), whereas higher values
result in a farsighted policy that considers the effect of delayed rewards. A
compromising value for 𝛾 is selected. It is worth noting that the discount factor
𝛾 actually controls the number of actions or steps to be performed through the
experience loop. That is as the number of steps/action increase the factor
𝛾𝑘 → 0, thus the weighted immediate reward 𝛾𝑘𝑟𝑘 → 0

• The machine’s policy covariance: The machine’s policy covariances for all cases
are also selected by trial and error. Where higher values for the covariances
lead to the algorithm diverging, that is because the generated trajectories via
experience loop are too noisy, and thus the same for the action log-likelihood.
This leads to the divergence of the estimate of the gradient via the co-adaptation
loop

• The machine’s policy initialization: The same arguments for the policy covariance
hold in this situation
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6.3.2 Experience, Co-adaptation and Policy Iteration Loops

The experience loop is performed at most for 𝐾-times, where the co-adaptation
loop is performed at most 𝑁𝑚𝑎𝑥-times. Thus, each update for the policy parameter
requires a time of order 𝒪(𝐾𝑁𝑚𝑎𝑥). The policy gradient is, according to Eq.(3.3.1)
and Eq.(3.3.1), the average of the policy log-likelihood for each applied action in each
position. Thus, once the policy gradient is used to update the policy, the direction
in which the update takes place is the direction that enables the machine’s policy
to generate actions toward a higher cumulative reward. Moreover, as the machine
becomes co-adapted to human behavior (that is, the policy parameter converges)
and the policy gradient converges locally, the policy iteration loop terminates and
results in the optimal policy,(see figures 5.6, 5.12, 5.17 and 5.18, for examples) toward
the very last episodes.

6.3.3 Scalability, Complexity and Memory

In section 3.3, the advantages of PG algorithm is discussed. It is shown that optimizing
the policy directly, rather than using state-value and state-action value based methods,
solves the curse of dimensionality problem due to the continuous state space and
action space. Thus, by using a stochastic parameterized policy, the dimension of the
problem’s state and action space is not an issue. Thus, the algorithm can be scaled
up to large, high-dimensional problems. However, the parameterization space for the
policy becomes crucial. The parameterization could be a simple linear or non-linear
function or a complex neural network. However, as discussed in section 4.4.2, the
effect of the parameter space dimension is negligible as the number of interaction
steps or actions, 𝐾, exceeds the dimension of the parametrization, 𝐻. The previous
discussion means that the algorithm’s time complexity depends on the parameterization
and the number of steps or actions through interaction that are affected by the
discount factor 𝛾. Thus, the algorithm can be scaled up by carefully selecting the
parameterization, hyper-parameter, and convergence guarantee (see section 4.4.2,
last paragraph). In terms of memory complexity, the algorithm only stores the
policy parameterization update trajectory, the reward trajectory generated by the
experience loop for different independent runs, and, if necessary, the gradient
and baseline values.Thus, a linear data structure such as arrays with the appropriate
dimensions is used. In the case of indirect shared control, for a 𝑡-independent run and
a 1-D policy parameterization, a 𝑡×𝐾 and a 𝑡×𝑀 are used to store the trajectory
of accumulated rewards, where 𝑀 is the number of policy parameter updates.
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6.4 Limitations

This section discusses the limitations of the proposed algorithm, in terms of the
policy parameter range and initial values, where the algorithm performs on average as
intended. It is worth pointing out here that, like all SGA algorithms (section 3.3.2),
the algorithm behavior depends on the initial conditions. In cases of direct shared
control, the algorithm’s behavior is highly dependent on the initial values for the
variables 𝑘𝑝 and 𝑘𝑑. That is, if the initial values of human and/or machine action are
large, the algorithm may become stuck in a local maxima, a point at which 𝜁 ̸= 1

or the algorithm diverges. Thus, even if the initial value is near the higher value of
the interval, [1, 250], the algorithm might not satisfy the intended reward function
or the task goal. For example, in the case of indirect shared control through the
joystick, the algorithm stuck in a local minima for values larger than 120-degrees
(see figures 6.1 and 6.2). According to [90] stucking in such local minima is reduced
due to the fact that PG algorithm offers a framework for learning a stochastic policy
(see section 3.3.1). That is due to the incomplete information about the interaction
between the two agents, i.e., each agent has no knowledge about the action of the
other. The learned local optimal stochastic policy helps overcome this due to the
covariance introduced through performing the learned policy [89], [90]. While this
thesis made significant progress in addressing the problem of HMCo, it is important
to acknowledge that it is not without limitations. One limitation of the proposed
approach is that it is based on the assumption of a stationary Markovian environment
in which the state transitions and rewards are independent of the past history of
the system. This assumption may not hold in practice, especially in real-world
systems where there may be hidden dependencies or non-stationarity. To address
this limitation, future work may need to consider more sophisticated models of the
environment and the HMI that can capture these dependencies and non-stationarity.

Another limitation of the proposed approach is the sensitivity of the policy gradient
algorithm to the choice of hyperparameters, such as the learning rate and the discount
factor. While the algorithm is able to achieve good results by carefully selecting these
parameters, this process can be time-consuming and might not always yield optimal
solutions. To address this limitation, future work may need to consider more robust
or adaptive methods for selecting these parameters or may need to develop more
advanced variants of the policy gradient algorithm that are less sensitive to these
choices.

Another challenge that is identified in this thesis is the human factor in training
such an algorithm. In order to train the algorithm in real life, a human must
interact with the machine, which can be time-consuming and potentially boring
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or confusing for the human. To address this challenge, future work may need to
consider ways to enhance the sampling complexity of the algorithm, such as using
more advanced models of humans or incorporating methods for active learning or
"human-in-the-loop" optimization.

Finally, it is observed that the policy gradient algorithm has a time complexity that
increases linearly with the dimensionality of the policy parameterization vectors and
that this complexity can lead to an increase in the number of local minima. To
address this limitation, future work may need to consider techniques for reducing the
dimensionality of the policy parameterization vectors or for regularizing the optimization
process in order to reduce the number of local minima. Alternatively, researchers may
need to explore alternative optimization algorithms that are less sensitive to these
issues, such as evolutionary algorithms.
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Figure 6.1: The policy convergence for random initial state. Where the × indicates
the true value 𝛽𝑡𝑤𝑖𝑠𝑡 = 120 degree

Figure 6.2: The policy convergence for random initial state. Where the × indicates
the true value 𝛽𝑡𝑤𝑖𝑠𝑡 = 50 degree
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7 Conclusions

The main objective of this thesis is to propose a general framework for solving the
problem of Human-Machine Co-adaptation (HMCo) and to propose a solution to this
problem using policy gradient algorithm. To achieve this goal, a variety of scenarios
involving both direct and indirect shared control, including a joystick example and
a seesaw example, are considered. In all cases, the goal is common and known to
all agents, and the human is assumed to be rational with no direct communication
between the human and the machine or the two machines.

Through this thesis, the aim is to develop a policy gradient algorithm that is able to
converge to a solution. The solution depends on the reward function that encodes
the task goal. Moreover, this thesis addresses the challenges and limitations that are
inherent in HMCo problems.

7.1 Summary of main results and findings

The results show that the policy gradient algorithm is able to converge to a solution
in all of the scenarios that are considered, including the joystick and seesaw examples.
However, it is also observed that the algorithm is sensitive to the initial conditions,
especially in cases of direct interaction, the learning rate in both cases of interaction,
and it suffers from the issue of local minima due to the nature of the policy gradient
algorithm. These findings suggest that while policy gradient algorithms can be an
effective tool for HMCo, they may require careful tuning and selection of hyperparameters
in order to achieve optimal performance.

7.2 Implications and Contributions

This thesis has several important implications for the design and operation of human-machine
systems in dynamic environments, and makes several contributions to the field of
human-machine co-adaptation. By proposing a general framework for solving HMCo
problems using the policy gradient algorithm, and demonstrating the feasibility and
effectiveness of this approach, it is shown that it can be used to adapt to changing
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environments and improve the performance of human-machine systems. Additionally,
by identifying and addressing some of the challenges and limitations of using policy
gradients for HMCo, this thesis has the potential to inspire new approaches to other
problems in the field of control and optimization and to contribute to the broader
goal of developing intelligent, adaptive systems that can interact effectively with
humans.

Some specific implications and contributions of this thesis include:

• Providing a general framework for solving HMCo problems using the policy
gradient algorithm: By proposing a general framework for using policy gradient
algorithm to solve HMCo problems, it is demonstrated that this approach is a
feasible and effective way to address these types of problems

• Identifying the challenges and limitations of using the policy gradient algorithm
for HMCo: By analyzing the performance of the policy gradient algorithm
in different scenarios and under different conditions, several challenges and
limitations are identified. These must be addressed in order to further advance
the use of policy gradients for HMCo. These include the sensitivity of the
algorithm to hyperparameters, the issue of local minima, and the complexity of
the optimization process

• Suggesting directions for future research: This thesis has also identified several
directions for future research that could help to address the challenges and
limitations of using the policy gradient algorithm for HMCo. These include
developing more advanced models of the environment and the human-machine
interaction, exploring more robust or adaptive methods for selecting hyperparameters,
and developing techniques for reducing the dimensionality of the policy parameterization
vectors or for regularizing the optimization process. By addressing these challenges
and limitations, the policy gradient algorithm can be used to further advance
the HMCo and improve the performance of human-machine systems in dynamic
environments
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