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Abstract

Deaf people constitute a large segment in the society and helping them is one

of the most important social and humanitarian responsibilities. Therefore, this project

comes to design and install a system that helps this segment identifying sounds that

suggest the existence of danger in their homes sometimes.

The system is made up of a wireless network that gathers sounds from

different rooms inside the house and then transfers them into a microcontroller

through which sound signal is processed and transferred into a text through Hidden

Markov Modelalgorithmspecialized in this field. After that, the text will be sent

through WIFI network to a mobile phone that supports WIFI and Android

applications. It is worth mentioning that, there is a group of sounds that suggests the

existence of a hazard (Danger) which will be identified and sent as a warning signal to

the user.

This project is considered as one of the most modern projects in the field of

technology since it mainly concentrates on the application of identifying sounds and

transferring them into texts.

The application of voice recognition started in the beginning if 1980s and was

applied massively at the beginning of the twentieth century. Despite of this, there is

no Arab Library for Sounds to be used for this application. Therefore, the importance

of the project is great since it recognizes Arab sounds and store them in a studio.
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1.1 Project Overview

The project aims to create a system in the house; that detects the alarms on the acoustic

environment ,the system can simply report any unusual activity may happened in the house to

the deaf ;to make him aware from potential danger.

The system will be designed to identify sounds like glass breaks ,door ring and slam

,human screams ,and human voice.....

The system will make this purpose using different technologies , the input part will

connect using microphone and USB audio adapter, in the other hand the output part will use Wi-

Fi technology to send the recognized word to the deaf' phone.

1.2 Project Goals and Objectives

Project Goal

Design and implement a system that will make a good interactive environment in the

house that achieves the next goals:

1) To make the deaf person realize some speech that may say in the house.

2) To make the deaf person realize some sounds that may occur in the house and interact

with it.

3) Minimize the risks that may face the deaf or the whole house which can make a real

danger to them.

4) Send a warning signal to the deaf to warn him about a problem that happened in the

house.
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1.3 Project Motivation and Importance

1.3.1 Project Motivations

From the side of the deaf people: this system will help them to interact with the action

that happened in the whole house.

From the side of the people in the house: this system will make easier to contact with

deaf people and make it easier to ask them to get help when they need it ,and when they can't see

them.

Finally from our side as designers of the system: we see that the project will provide a

humanitarian service for the community, and avoid a possibility for life and economic losses in

the houses that may have deaf people in it.

1.3.2 Project Importance:

- To support the deaf person to help them to live close to the normal life , and to save the

person life by reducing the risks that happened in the house .

- To Save the persons time and energy and make it easy to the people to tell the deaf what

they have in mind.

1.4 Work Methodology

According to the researches, there is tow design methods to be used for the main part

which is the voice recognition. These methods are:

1.4.1   Linear predictive coding

The Linear predictive coding (LPC) is one of the powerful speech analyses techniques. It

used in audio signal processing and speech processing for representing the spectral envelope of a
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digital signal of speech in compressed form. It’s a good method for encode a good quality of

speech at low bit rate and provide a good accurate estimate for speech parameters.

1.4.2 Hidden Markov Model

Hidden Markov Model (HMM) is used to predict or analyze time series using

probability. Whenever a time series is used the HMM can easily be applied. Most of the

intelligent systems use HMM extensively. Robotics, medicine, finance, machine translation

and speech recognition are some examples.[1]

1.5 Requirements

The system may require individual type of requirement, or all types integrated with

each other to produce the system goal. For this system the requirements that will be used is

divided into three types as:

1. Human resource requirement.

2. Hardware requirements.

3. Software requirements.

1.5.1 Human Resource Requirements

This part lists all of the humans that will be deal with the system in each stage of the

system lifecycle as the following:
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Project Team:

The project team consists of three of communication engineering students.

1) Project users: the category of peoples that will use a system.

2) System Administrator: the owner of the organization and has a responsibilities for faces

the system violations.

1.5.2 Hardware Requirements

Hardware components that are used in the system are electrical components like circuits,

and electronic components like IC's and chips. All of the requirements needed during this project

listed as the following:

1) Smoke Sensor.

2) Microcontroller (Raspberry Pi ).

3) PC (personal computer).

4) Tenda W311M adapter.

5) Microphones, and wires and other help components.

6) USB audio adapter.

7) Router.

8) Mobile phone.

1.5.3 Software Requirements

To manage this system and to integrate the hardware components with each other the

system needs for software components such as programming interfacing commands. Software is

needed to manage the hardware components in the system listed as the following:

1) Software environment for Raspberry Pi (testing and compilation).

2) Interface code for Smoke Sensor.

3) Interface code for Tenda W311M adapter or Mobile phone.

4) Developing system algorithm.

5) Matlab for voice recognition programming.

6) Microsoft Office 2007 tools .

7) Other software packages may use .
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1.6 Project Risks

The risk in projects is defined as any undesirable event associated with the work.

That means any event occurs in the future and affects impact on the project plane, and

always involves two characteristic:

1) Uncertainty- the risk may or may not happen; there are no 100% probable risks.

2) Loss-if the risk become reality unwanted consequence or losses will occur

The types of risks faced the project is:

1) People Risk.

2) Components Risk.

3) Budget Risk.

1.6.1 People Risk

This type of risk related to the kinds of people that deal with project at any time, as the

following kinds:

Team:

The team may cause risks as:

1) Some members of the team ill.

2) Facing new information that the team does not have experience on it.

Avoidance:

1) Make a correct plane, dividing the work between the group equally.

2) Learning and training about the new information during the project time.
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User:

The user also may cause a risk as:

1) The speech recognition system for the authentication system requires a higher

level of accuracy

2) The data of user does not match in Database.

Avoidance:

1) The system must confirm the data, and accept the correct format.

2) The system showing a message to notify users about errors.

3) Provide administrator permeations to deal with such problems.

1.6.2 Components Risk

The hardware/software components may be causing risks as:

1) Some of the components not found in the local markets.

2) Some of the components not valid and cost more than expecting.

3) Some of the components fail during the work.

Avoidance:

1) If the component not found in the local markets, the team must search and

demand it from the global markets.

2) If some of the components not valid or expensive, search for the alternatives or

build it.

3) The team must dealing cautiously with the components, and making a save points

at every time.
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1.6.3 Budget Risk

This type of risk related to the project budget, the possible risk may happen in this

side:

1) The project requirement costs more than expected.

2) The project doesn’t meet financially support.

Avoidance:

1) Search well about the cheapest components that specify what project need.

2) Search for supporting and marketing the project.

1.7 Project Task and Plane

Specific steps should be followed in the project life time to develop the project ,some of

them may be depending on each other, which is typed as the following:

1.7.1 Project Plan for first semester

Project plane estimates that the time consumed for each task represented by weeks , and it

summarized in the Table 1.1  as a chart called Gantt Chart .

Table 1.1: Gantt chart for the project plan.

First semester for 2013/2014 academic year

Task 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Data gathering\analysis

System requirement

specifications

Study voice recognition

systems

Programming

Project design

Documentation
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1.7.2 Project Plan for second semester

Table 1.2: Gantt chart for project implementation and testing

second semester for 2013/2014 academic year

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Implementation

and

programming

System Testing

Documentation

1.8 Cost Estimation

This section summarizes the costs of the hardware and software requirements for the

two suggested options:

1.8.1 Hardware requirements costs

The hardware components that will be used in this project and its costs are

shown in the Table1.3.

Table 1.3: Hardware Cost

Component Name ($) Quantity Total cost($)

Raspberry Pi $110 1 $110

Mobile phone $200 1 $200

Tenda W311M $25 1 $25

Microphone $20 3 $60

Smoke sensor $5 1 $5

USB audio adapter $20 4 $20

Router $20 1 $20

Hardware  cost 440$
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1.8.2 Software requirements costs

The software tools that will be used in this project and its costs shown in the Table 1.4.

Table 1.4: Software Cost

Type of resources No Cost $

Interface code for smoke Sensor 1 00$

Software environment for Raspberry Pi 1 0 $ free

MS Windows 8 1 00$

MS Office 2007 1 00$

Matlab 1 00$

Tenda W311M interface 1 00$

USB audio adapter interface 1 00$

Software cost 00 $

1.9 Literature review

1.9.1 Identity Verification with Speech Recognition

The goal of the project was to test a model for speech recognition that could be used for

authentication of client’s access. Some free tools were available for simulating the application.

HTK tool was chosen because of its uses in the research and also in teaching- learning. The

documentation available for a beginner user was found to be greatly helpful. Then, the training

dataset was built. Using this training dataset the model was tested with the sample data. When

the application was simulated, various results were observed. Even though the scale for

experiment was very small, the HTK Tool appeared to be simple and reliable.
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1.9.2 Detection and recognition of impulsive sound signals

This thesis is dedicated of automatic methods of dedicating and recognizing wideband

impulsive sounds .an extensive database with more than 1000 of sound samples has been built

.This database is made of 10ndiversified sound classes connected with surveillance and security

applications. [1]
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2
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Theoretical background
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2.1 Introduction

Audio and speech processing systems have steadily risen significantly in the everyday

lives of most people in developed countries. [3]

A speech recognition system uses material from a lot of various disciplines, e.g.,

statistical pattern recognition, communication theory, signal processing and mathematics.

The main problem with recognizing speech is the variable nature of speakers. When a

word is pronounced even by the same speaker two times, the speech pattern is never the same.

Speech is also different for every speaker; women usually speak with a higher frequency than

males. A word can be uttered fast, slow or with variable speed and noise from other sources can

be heard simultaneously. There is also a problem with dialects and non-native speakers whom

pronunciation is bad severely.

These problems are especially clear when a computer is used for speech recognition.

Most automatic speech recognition systems are speaker dependent, where a program learns how

the target speaks. [4]

2.2 Voice Recognition

Introduction to Voice & Speech Recognition

There are billions of human beings around the world speaking different languages and yet

we are able to recognize someone by listening to someone’s conversation or speech as long as

we can understand the language.

We learn the relative skills of the speech during early childhood. It comes naturally to us

without instructions and we rely on it in our whole lives. We don’t realize how complex a

phenomenon speech is. The human vocal tract and articulators are biological organs with

nonlinear properties, whose operation are not just under conscious control but also affected by

factors ranging from gender to upbringing to emotional state. As a result, vocalizations can vary
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widely in terms of their accent, pronunciation, articulation, roughness, nasality, pitch, volume,

and speed; moreover, during transmission, our irregular speech patterns can be further distorted

by background noise and echoes, as well as electrical characteristics (if telephones or other

electronic equipment are used). All these sources of variability make speech recognition, even

more than speech generation, a very complex problem.

Digital processing of speech signal and voice recognition algorithm is very important for

fast and accurate automatic voice recognition technology. The voice is a signal of infinite

information. A direct analysis and synthesizing the complex voice signal is due to too much

information contained in the signal. Therefore the digital signal processes such as Feature

Extraction and Feature Matching are introduced to represent the voice signal. Several methods

such as Liner Predictive Coding (LPC), Hidden Markov Model (HMM), Artificial Neural

Network (ANN) ,etc. are evaluated with a view to identify a straight forward and effective

method for voice signal. The extraction and matching process is implemented right after the Pre

Processing or filtering signal is performed. The non-parametric method for modeling the human

auditory perception system, Mel Frequency Cepstral Coefficients (MFCCs) are utilize as

extraction techniques. The nonlinear sequence alignment known as Dynamic Time Warping

(DTW) introduced by Sakoe Chiba has been used as features matching techniques. Since it's

obvious that the voice signal tends to have different temporal rate, the alignment is important to

produce the better performance. [5]

2.2.1 Brief History of Speech Recognition

The voice recognition or speech recognition is an ability of a computer, computer

software programs, or hardware device to analyze the spoken words and decode the human voice

into digitized speech that can be interpreted by the computer. Voice recognition is commonly

used to perform commands, operate device, or write without having a keyboard, mouse, or press

any button. Now, this is done by automatic speech recognition (ASR) software program on the

computer. Many ASR programs require the user to "train" the ASR program to recognize their

voice so that it can more accurately convert the speech to text.
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The first ASR device was used in 1952 and recognized single digits spoken by a user (it

was not computer driven). Today, ASR programs are used in many industries, including

Healthcare, Military. Telecommunications and Personal computing (i.e. hands free computing).

In terms of technology, most of the technical text books now emphasize the use of

Hidden Markov Model as the underlying technology. The dynamic programming approach, the

neural network-based approach and the knowledge-based learning approach have been studied

intensively in the 1980s and 1990s.

Speech recognition technology really began with Alexander Graham Bell's inventions in

the 1870s. By discovering how to convert air pressure waves (sound) into electrical impulses, he

began the process of uncovering the scientific and mathematical basis of understanding speech.

Bell had discovered that a wire vibrated by the voice while partially immersed in a conducting

liquid, like mercury, could be made to vary its resistance and produce an undulating current. In

other words, human speech could be transmitted over a wire.

In the 1950s, Bell Laboratories developed the first effective speech recognizer for

numbers. In the 1970s, the ARPA Speech Understanding Research project developed the

technology further in particular by recognizing that the objective of automatic speech recognition

is the understanding of speech not merely the recognition of words. By the 1980s, two distinct

types of commercial products were available. The first offered speaker independent recognition

of small vocabularies.  The second, offered by Kurzweil Applied Intelligence, Dragon Systems,

and IBM, focused on the development of large-vocabulary voice recognition systems so that text

documents could be created by voice dictation.  Over the past two decades, voice recognition

technology has developed to the point of real-time, continuous speech systems that augment

command, security, and content creation tasks with exceptionally high accuracy.

The system types of the voice recognition are:

1) Speaker dependent system - The voice recognition must be trained before it can be

used. This often requires a user reads a series of words and phrases so the computer can

understand the users voice.

2) Speaker independent system - The voice recognition software recognizes most user's

voices with no training.
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3) Discrete speech recognition - The user must pause between each word so that the speech

recognition can identify each separate word.

4) Continuous speech recognition - The voice recognition can understand a normal rate of

speaking.

5) Natural language - The speech recognition not only can understand the voice but also

return answers to questions or other queries that are being asked.

2.2.2    Speech

2.2.2.1 Human Speech Production

Regardless of the language spoken, all people use relatively the same anatomy to produce

sound. The output produced by each human’s anatomy is limited by the laws of physics.

The process of speech production in humans can be summarized as air being pushed from

the lungs, through the vocal tract, and out through the mouth to generate speech.  In this type of

description the lungs can be thought of as the source of the sound and the vocal tract can be

thought of as a filter that produces the various types of sounds that make up speech. The above is

a simplification of how sound is really produced.

Figure 2.1: Path of human speech production
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In order to understand how the vocal tract turns the air from the lungs into sound, it is

important to understand several key definitions. Phonemes are defined as a limited set of

individual sounds. There are two categories of phonemes, voiced and unvoiced sounds, that are

considered by the coder when analyzing and synthesizing speech signals.

Voiced sounds are usually vowels and often have high average energy levels and very

distinct resonant or formant frequencies. Voiced sounds are generated by air from the lungs

being forced over the vocal cords. As a result the vocal cords vibrate in a somewhat periodically

pattern that produces a series of air pulses called glottal pulses. The rate at which the vocal cords

vibrate is what determines the pitch of the sound produced. These air pulses that are created by

the vibrations finally pass along the rest of the vocal tract where some frequencies resonate. It is

generally known that women and children have higher pitched voices than men as a result of a

faster rate of vibration during the production of voiced sounds. It is therefore important to

include the pitch period in the analysis and synthesis of speech if the final output is expected to

accurately represent the original input signal.

Unvoiced sounds are usually consonants and generally have less energy and higher

frequencies then voiced sounds. The production of unvoiced sound involves air being forced

through the vocal tract in a turbulent flow. During this process the vocal cords do not vibrate,

instead, they stay open until the sound is produced. Pitch is an unimportant attribute of unvoiced

speech since there is no vibration of the vocal cords and no glottal pulses.

The categorization of sounds as voiced or unvoiced is an important consideration in the

analysis and synthesis process. In fact, the vibration of the vocal cords, or lack of vibration, is

one of the key components in the production of different types of sound. Another component that

influences speech production is the shape of the vocal tract itself. Different shapes will produce

different sounds or resonant frequencies. The vocal tract consists of the throat, the tongue, the

nose, and the mouth.

It is defined as the speech producing path through the vocal organs. This path shapes the

frequencies of the vibrating air travelling through it. As a person speaks, the vocal tract is

constantly changing shape at a very slow rate to produce different sounds which flow together to

create words.
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A final component that affects the production of sound in humans is the amount of air

that originates in the lungs. The air flowing from the lungs can be thought of as the source for the

vocal tract which acts as a filter by taking in the source and producing speech. The higher the

volume of air that goes through the vocal tract, the louder the sound. [5]

2.2.2.2 Characteristics of speech

Despite many differences between individuals, and the existence of many languages,

speech follows general patterns, and on average has well defined characteristics such as those of

volume, frequency distribution, pitch rate and syllabic rate . These characteristics have adapted

with regard to environment, hearing and voice production limitations.[6]

2.2.3 Statistical Models

2.2.3.1 Acoustic Modeling

Acoustic modeling of speech typically refers to the process of establishing

statistical representations for the feature vector sequences computed from the speech waveform.

Hidden Markov Model (HMM) is one most common type of acoustic models. Other acoustic

models include segmental models, super segmental models (including hidden dynamic models),

neural networks, maximum entropy models, and (hidden) conditional random fields, etc.

Acoustic modeling also encompasses "pronunciation modeling", which describes how a

sequence or multisequences of fundamental speech units (such as phones or phonetic feature) are used

to represent larger speech units such as words or phrases which are the object of speech

recognition. Acoustic modeling may also include the use of feedback information from the recognizer

to reshape the feature vectors of speech in achieving noise robustness in speech recognition.

Speech recognition engines usually require two basic components in order to recognize

speech. One component is an acoustic model, created by taking audio recordings of speech and

their transcriptions and then compiling them into statistical representations of the sounds for

words. The other component is called a language model, which gives the probabilities of

sequences of words. Language models are often used for dictation applications. A special type of
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language models is regular grammars, which are used typically in desktop command and control

or telephony IVR-type applications. [7]

2.2.3.2 Signal Processing

When a speaker dictates the word, the variation in air pressure is measured by a

microphone and digitized with an A/D converter. Here, during the process of converting an

analog sound into digital format, the sampling rate is an important variable. The fundamental

frequency of an ordinary male is between 85 to 155 Hz and a female is between 165 to 255 Hz. In

case of infants, it is between 250 to 650 Hz.

A digital filter helps to remove unwanted information from a signal. In a real spoken

system, each vocal tract organ acts as a filter. While modeling speech organs phoneme

classification depends on the digital filter. The filtered signal is applied to a window function. A

window function allows separating a particular slice of the signal. Usually different features then

are abstracted from the fixed-length signal.

2.2.3.3 Hidden Markov Model

History

The forward and backward recursions used in HMM as well as computations of marginal

smoothing probabilities were first described by Ruslan L. Stratonovich in 1960 and in the late

1950s in his papers in Russian. The Hidden Markov Models were later described in a series of

statistical papers by Leonard E. Baum and other authors in the second half of the 1960s. One of

the first applications of HMMs was speech recognition, starting in the mid-1970s. In the second

half of the 1980s. [6]

HMM

The most flexible and successful approach to speech recognition so far has been Hidden

Markov Models (HMMs) over the other algorithms such as Bayes ion ,GMM ,and neural

network[12] ,in this model several states of the signal are considered , each one with its statistics

(PDF) .Furthermore , the transition between those states are hold  in the model. Thus in HMM

each observation results from a double stochastic process: a hidden or underlying process

regulates the evaluation between (hidden) states, and a second stochastic process generates the

observation at each successively encountered state.
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Hidden Markov Models attempt to model such systems and allow, among other things:

1. To infer the most likely sequence of states that produced a given output sequence.

2. Infer which will be the most likely next state (and thus predicting the next output).

3. Calculate the probability that a given sequence of outputs originated from the system

(allowing the use of hidden Markov models for sequence classification).

The “hidden” in Hidden Markov Models comes from the fact that the observer does not

know in which state the system may be in, but has only a probabilistic insight on where it should

be.

The HMM is a generative probabilistic model, in which a sequence of observable

variable is generated by a sequence of internal hidden state . The hidden states cannot be

observed directly. The transitions between hidden states are assumed to have the form of a (first-

order) Markov chain. They can be specified by the start probability vector and a transition

probability matrix . The emission probability of an observable can be any distribution with

parameters conditioned on the current hidden state (e.g. multinomial, Gaussian). The HMM

is completely determined by and .

 Three Basic HMM Problems

 Problem 1: Given the observation sequence, OTOOO 21 , and a model ),,(  BA

,how do we (efficiently ) compute )/( OP ,the probability of the observation sequence?

 Problem 2: Given the observa on sequence, OTOOO 21 , how do we choose a state

sequence qTqqQ 21 which is optimal in some meaningful sense?

 Problem 3: How do we adjust the model parameters  ,,( BA ) to maximize )/( OP ?

The first and the second problem can be solved by the dynamic programming algorithms

known as the Forward-Backward algorithm and the Viterbi algorithm, respectively. The last one

can be solved by an iterative Expectation-Maximization (EM) algorithm, known as the Baum-

Welch algorithm.
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1) Solution to problem 1( Evaluation or scoring problem)-p(O/  ) forward algorithm
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event affects the outcome of other events in dependent events. Markov invented a stochastic

process called Markov Chain, also known as (Simple) Markov Model, where each state is

dependent on a fixed number of previous states. The common and simplest Markov Chain, First

Order Markov Chain (First Order Markov Process), is the chain where current state depends only

on the previous state. The current state is enough to give (probabilistic) future conditionally

independent of the past; Figure 2.9 represents a two-state Markov chain with transition

probabilities aij. [8]

Figure 2.4: Example of markov chain representing transition probability of the weather of the

following day given the probability of present day.

In the example, given the initial distribution (π) the probability for any number of

sequences of states can be calculated. For example, let us assume the initial probability,

π i=
0.70.3 and aij= . 8 . 2. 4 . 6

Then the probability of three consecutive sunny days can be calculated in the following

way:

p(sunny, sunny, sunny)=πx(0.8)3= 0.3584.

Markov chain is deterministically an observable event. Many real-life applications have a

feature that is not deterministic. A natural extension of Markov chain is Hidden Markov Model

(HMM), the extension where the internal states are hidden and any state produces observable
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symbols or evidences. The observable symbols are random variables and the probabilistic

function of the internal stochastic states. This model is known as HMM.

The use of HMM in speech recognition and HMM itself is not a new concept. The

concept of HMM was presented by L.E. Baum and Petrie in late 1966. [9]

In the example above, the states are not visible. An extension to this example could be, if

a person likes sunny day and hates the cloudy day, to observe the happiness or sadness of the

person on that particular day and guess the hidden internal state.

In HMM, since there is no direct correspondence between outputs to states, the sequence

of states cannot be produced given the sequence of outputs. Mathematically Hidden Markov

Model contains five elements:

i) Internal States (S = {1, 2, 3... N})

In this sample space, each state is noted as st. These states are hidden and give the

flexibility to model different applications. Although they are hidden, usually there is some kind

of relation between the physical significance to hidden states. In the example provided the model

assumes that there are two states, a day being sunny or cloudy. Figure (2.5) is an example of

HMM where blue circles represent hidden (sunny or cloudy) states.

Figure 2.5: Hidden and observable states in hidden markov model.
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ii) Output (O = {o1, o2, o3... on})

An output observation alphabet. In the example in figure () somebody being happy or sad

based on the weather corresponds to the observation alphabet, circle in green in the example

figure.

iii) Transition Probability Distribution A=aij is a matrix. The matrix defines what the probability

to transition from one state to another is









 i1-st

jstpaij (2.4)

iv) Output Observation Alphabet. Probability Distribution B=bi(k) is probability of generating

observation symbol ok while entering to state ݅◌ is entered. Mathematically it can be expressed as

follows:

 ist
ok=Otpbi(k)  (2.5)

v) The initial state distribution (π={ i})is the distribution of states before jumping into any

state.

 istpi  1<i<N (2.6)

Here all three symbols A, B and π represents probability distributions. So they must

satisfy the property of probability.

aij>0, bi(k)>0,and πi>0 for all i,j,k

Similarly, ∑ . ∑ , ∑ (2.7)(2.8)(2.9)

The probability distributions A, B and π are usually written in HMM as a compact from

denoted by lambda as λ = (A, B, π)   In the HMM based speech recognition; HMMs are used to

represent phones. [10]
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HMMs for speech recognition

In automatic speech recognition, the task is to find the most likely sequence of words w

given some acoustic input, or:

(2.10)

where;  xnxxx ....,,.........2,1 is the sequence of "acoustic vector" or "feature vectors " that

extracted from the speech signal, and we want to find w as the sequence of words w (out of all

possible word sequences w), that maximizes  xwp / , the acoustic feature vectors are our

observations ,and the hidden state sequence of a HMM for speech production.

Words are made of ordered sequences of phonemes: /h/ is followed by /e/ and then by /l/

and /O/ in the word “hello”. This structure can be adequately modeled by a left-right HMM,

where each state corresponds to a phone. Each phoneme can be considered to produce typical

feature values according to a particular probability density (possibly Gaussian) (Note, that the

observed feature values xi now are d-dimensional vectors and continuous valued). [11]

The   HMM observations are drawn from a Gaussian probability distribution. The

observation of each state is described by the mean value and the variance of a Gaussian density.

2.2.3.4 Mel Frequency Cepestral Coefficients (MFCC)

feature extraction is the front end of a recognition system ,is usually composed of an

analysis stage to extract specific feature from the signal to be recognized .This is a fundamental

concept which uses a set of non-linear filters to approximate the behavior of the auditory system.

.figure (2.9) shows the main steps during the recognition process.

Figure 2.6: Main steps during the recognition process.

 xwpw
x

/maxarg
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The Mel -frequency corresponds to the human perceptual frequency scale. [12]

Equation (2.11) is the filter bank with M filters (m=1,2… M), where filter m is the

triangular filter given by: 0 11 1 111 10 1
(2.11)

Which satisfy:

∑ 1  2.12
The central frequency of each Mel-scale filter is uniformly spaced below 1kHz and it

follows a logarithmic scale above 1 kHz as shown in Eq (2.16) and Figure (2.10) More filters

process the spectrum below 1 kHz since the speech signal contains most of its useful information

such as first formant in lower frequencies.

Figure 2.7: Filter are either uniformed distributed at Mel scale or non-uniformed at original

spectrum



27

1) Pre-emphasis: This is the first step in feature extraction and includes boosting the energy in

the high frequencies. We need this because  the  spectrum  for  voiced  segments  has  more

energy  at lower  frequencies  than  higher  frequencies.  This is called spectrum tilt. This tilt is

caused by the nature of the glottal pulse. Thus boosting high-frequency energy gives more

information to acoustic model. Hence, helps in improving performance.

2) Framing  and  Windowing: We  divide  the  speech  signal  into successive overlapping

frames  as  we  know  the  speech is  not  a stationary signal, we want information about a small

enough region that the spectral information is a useful clue. The frame size we use is  typically

10-40  ms  and  frame  shift (length  of  time  between successive frames) is typically 5-15ms.

The windowing is done to all frames in order to eliminate discontinuities at the edges of the

frames. If  the  windowing  function  is  defined  as  w (n), 0<n<N-1, where N is the number of

samples in each frame, the resulting signal will be; y(n)=x(n)w(n).

(2.13)

(2.14)

Figure 2.8: Windowing in time and frequency domain
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3) Discrete Fourier Transform (DFT): In this taking Fourier transform of each frame. It

changes the time domain to frequency domain.  The complex number X (k) representing

magnitude and phase of that frequency component in the original signal:

2.15
We used Fast Fourier transform to compute DFT with complexity

N*log (N), where N=512 or 1024.

4) Mel Frequency Bank: The human ear perceives the frequencies non-linearly. Researches

show that the scaling is linear up to 1 KHz and logarithmic above that. The Mel-scale (Melody

scale) filter bank characterizes the human ear preciseness of frequency. It is used as a band pass

filtering for this stage of identification.  The signals for each frame is passed.

The approximate formula to compute the Mel for a given frequency fin Hz: 2592 log 1 700
5) Cestrum –In  this  final  step,  we  convert  the  log  Mel  spectrum back  to  time.  The result is

called Mel frequency Cestrum coefficients (MFCC).  The Cestrum representation  of the  speech

spectrum  provides  a  good  representation  of  the  local  spectral properties  of  the  signal  for  the

given  frame  analysis.  Because  the Mel spectrum coefficients (and their logarithm) are real

numbers, we can  convert  them  to  the  time  domain  using  the  Discrete  Cosine Transform (DCT).

Therefore if we denote those Mel power spectrum coefficients that are the result of the last step

are , where k=1, 2, 3… K. Calculating MFCC’s, as:

log cos 12 2.17
Note that we can exclude first component from the DCT since it represents the mean value of

the input signal which carried the little speaker specific information.[13][14]
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3.1 Introduction

The conceptual design is the most important issue of the project, because this part usually

describes the principle of the project, and gives the reader a vision about the project so it makes

him familiar with the work. This chapter specifies the design procedure of project and gives a

description for all ideas included in this project.

We will start this chapter by showing the design option, then we will introduce a block

diagram for the project to show how the parts of the project interconnected and interact with

each other. After that we will show a flowchart which summarizes the principle of HMM and all

steps of Mel Frequency Cepestral Coefficients (MFCC) method, in order to get the extraction

feature of the words, and how these steps related with each other to give the final result of the

project. Finally, we will show the method used to compare the sequence from MFCC with the

stored sequence.

3.2 Design Options

In this project we follow a strategy to choose the right hardware for speech recognition,

Such as flexibility, reusability, high performance, short development time, and cheap.

3.2.1 User requirements and non-technical objectives

The following requirements are summarized in (but not limited to) the following points:

1) Be able to extend Control wirelessly.

2) The user must be able to use the smart phone.

3) Know the voices inside and outside the home.

4) Have alarms for detecting fires and smoke.

5) View data and text on phone screen.
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3.2.2 Other Design Criteria

The design aspires to fulfill the functionalities and requirements assumed for the user,

but it should also fulfill the following Criteria:

1) It must be relatively affordable to serve the whole rooms of users' house.

2) It must be flexible enough to allow all the functionalities.

3.2.3 Hardware Functional Requirements:

The functional requirements expected from the hardware system are the following:

1) The system must handle a large number of digital input ports to be interfaced with the

input nodes laid within the Raspberry Pi.

2) The system must provide ports for future expansion.

3) Required variation of the sensory node is: door sensors, and smoke detectors.

4) It must implement wireless network with a Wi-Fi technology.

5) The system must interface a microphone or microphone array.

6) The system must interface the microcontroller with phone using USB audio adapter.

7) The system must interface monitor.

3.2.4 Software Functional Requirements:

The software within the project has the following functional requirements:

1) The software must be able to communicate with the microcontroller, the wireless module,

and the Mobile module.

2) The software must be able to process data taken from the hardware, and convert it into

suitable understandable data.

3) The software must be able to take actions independently within certain events such as a

suspected unauthorized entry, fire or any other predetermined case.

4) The set of rules should be dynamically set and can differ depending on the state of the

system.

5) The software must be able to adequately present the data taken from the hardware analog

input.
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6) The software must be able to recognize voice signals.

7) The software should provide a universal interface for commands related to the system

hardware, which can be accessed by any type of controller.

8) The software must keep track of and organize all of the systems data and be able to

restore them at the user’s request.

3.2.5 Hardware Non- Functional Requirements:

The nonfunctional requirements expected from the hardware system are listed as the following:

1) It should consume very little power and be able to withstand long hours of operation.

2) The hardware must operate under mat lab programming.

3) It should be able to interface with any local mobile network.

4) The system must be relatively easy to integrate with the Palestinian buildings’ electrical

systems.

5) The system must provide flexibility in terms of required functionalities, and require only

the minimum amount of dependency.

3.2.6 Software Nonfunctional Requirements:

The software also has the following nonfunctional requirements:

1) The software should be as reliable, and as robust as possible.

2) The software must hold object oriented design principles.

3.3 Hardware Components

The hardware system consists of the following components, starting from the center

towards the peripherals:

.3.3.1 microcontroller

The microcontroller is going to be the brain of our system; since we will install the

recognition program on it.
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The proper choice of the microcontroller is based on some limitations: the supported

program so we need a microcontroller can be programmed using Open Source Software (for our

project c++), the cost, and flexibility. The reason over why we will choose the Raspberry Pi is

the high memory capacity, and lower cost.

1)Arduino

Arduino is an open-source electronics prototyping platform, it can sense environment by

receiving input from a variety of sensor ,it provides your robot the intelligence you want by

using a variety of sensors, Arduino can affect your robot’s behavior by controlling motors,

actuators, LCDs or any other robot components.

Arduino  can be stand-alone, or they can be communicate with software running on your

computer ,it has digital and analog input/output pins ,serial communication pins, In-system

programming pins (ISP), Compatibility with Arduino software.

Arduino also simplifies the process of working with microcontrollers, but it offers some

advantage like the following:

1) Inexpensive - the Arduino module can be assembled by hand, and even the pre-

assembled Arduino modules cost less than $50.

2) Cross-platform - The Arduino software runs on Windows, Macintosh OSX, and Linux

operating systems. Not like other microcontroller systems are limited to Windows.

3) Simple, clear programming environment - is easy-to-use for beginners, it's conveniently

based on the Processing programming environment, so students learning to program in that

environment will be familiar with the look and feel of Arduino.

4) Open source and extensible software- The Arduino software and is published as open

source tools, available for extension by experienced programmers.

Figure3.1: Arduino Uno
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Arduino Mega vs Arduino Uno

Arduino Mega

It is based on ATmega1280. It has 54 digital input/output pins (of which 14 can be used

as PWM outputs), 16 analog inputs, 4 UARTs (hardware serial ports), a 16 MHz crystal

oscillator.

Arduino Uno

It is the standard Arduino, it uses 8 bit microcontroller, ATmega328, and it has 32 Kb

flash memory, 2 Kb RAM, 16 MHz, 1 Serial port analog I/O ports, 13 digital ports.

The Arduino Uno is a microcontroller board based on the ATmega328 .It has 14 digital

input/output pins (of which 6 can be used as PWM outputs), 6 analog inputs, a 16 MHz ceramic

resonator, a USB connection, a power jack, an ICSP header, and a reset button. It contains

everything needed to support the microcontroller; simply connect it to a computer with a USB

cable or power it with a AC-to-DC adapter or battery to get started.

Each of the 14 digital pins on the Uno can be used as an input or output, using (pin

Mode), (digital Write), and digital Read () functions. They operate at 5 volts. Each pin can

provide or receive a maximum of 40 mA and has an internal pull-up resistor (disconnected by

default) of 20-50 kilo ohms. In addition, some pins have specialized functions:

*Serial: 0 (RX) and 1 (TX). Used to receive (RX) and transmit (TX) TTL serial data. These

pins are connected to the corresponding pins of the ATmega8U2 USB-to-TTL Serial chip.

Power:

The board can operate on an external supply of 6 to 20 volts. If supplied with less than

7V, however, the 5V pin may supply less than five volts and the board may be unstable. If using

more than 12V, the voltage regulator may overheat and damage the board. The recommended

range is 7 to 12 volts.

The power pins are as follows:
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VIN. The input voltage to the Arduino board when it's using an external power source (as

opposed to 5 volts from the USB connection or other regulated power source),you can supply

voltage through this pin, or, if supplying voltage via the power jack, access it through this pin.

5V.This pin outputs a regulated 5V from the regulator on the board. The board can be supplied

with power either from the DC power jack (7 - 12V), the USB connector (5V), or the VIN pin of

the board (7-12V). Supplying voltage via the 5V or 3.3V pins bypasses the regulator, and can

damage your board. We don't advise it.

3V3. A 3.3 volt supply generated by the on-board regulator. Maximum current draw is 50 mA.

GND. Ground pins.

2) Raspberry-Pi

The Raspberry Pi is a low cost, credit-card sized computer that plugs into a computer

monitor or TV, and uses a standard keyboard and mouse. It is a capable little device that enables

people of all ages to explore computing, and to learn how to program in languages like Scratch

and Python. It’s capable of doing everything you’d expect a desktop computer to do, from

browsing the internet and playing high-definition video, to making spreadsheets, word-

processing, and playing games.

What’s more, the Raspberry Pi has the ability to interact with the outside world, and has

been used in a wide array of digital maker projects, from music machines and parent detectors to

weather stations and tweeting birdhouses with infra-red cameras. We want to see the Raspberry

Pi being used by kids all over the world to learn to program and understand how computers

work.

Raspberry pi models:

There are two models of Raspberry Pi , the next table shows the comparison between

them:
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Table 3.1: Comparison between model a and b

Model a Model b

Ethernet/Internet

Dual USB Connector

512MB Memory

Technical feature
Chip Broadcom BCM2835 SoC full HD

multimedia applications processor
Broadcom BCM2835 SoC full HD
multimedia applications processor

CPU 700 MHz Low Power ARM1176JZ-
F Applications Processor

700 MHz Low Power ARM1176JZ-
F Applications Processor

GPU Dual Core Video Core IV®
Multimedia Co-Processor

Dual Core Video Core IV®
Multimedia Co-Processor

Memory 256MB SDRAM 512MB SDRAM
Ethernet None onboard 10/100 Ethernet RJ45 jack
USB 2.0 Single USB Connector Dual USB Connector
Video output HDMI (rev 1.3 & 1.4) Composite

RCA
(PAL and NTSC)

HDMI (rev 1.3 & 1.4) Composite
RCA (PAL and NTSC)

Audio output 3.5mm jack, HDMI 3.5mm jack, HDMI
Onboard storage SD, MMC, SDIO card slot SD, MMC, SDIO card slot

operating system Linux Linux

Dimensions 8.6cm x 5.4cm x 1.5cm 8.6cm x 5.4cm x 1.7cm

36

Table 3.1: Comparison between model a and b

Model a Model b

Ethernet/Internet

Dual USB Connector

512MB Memory

Technical feature
Chip Broadcom BCM2835 SoC full HD

multimedia applications processor
Broadcom BCM2835 SoC full HD
multimedia applications processor

CPU 700 MHz Low Power ARM1176JZ-
F Applications Processor

700 MHz Low Power ARM1176JZ-
F Applications Processor

GPU Dual Core Video Core IV®
Multimedia Co-Processor

Dual Core Video Core IV®
Multimedia Co-Processor

Memory 256MB SDRAM 512MB SDRAM
Ethernet None onboard 10/100 Ethernet RJ45 jack
USB 2.0 Single USB Connector Dual USB Connector
Video output HDMI (rev 1.3 & 1.4) Composite

RCA
(PAL and NTSC)

HDMI (rev 1.3 & 1.4) Composite
RCA (PAL and NTSC)

Audio output 3.5mm jack, HDMI 3.5mm jack, HDMI
Onboard storage SD, MMC, SDIO card slot SD, MMC, SDIO card slot

operating system Linux Linux

Dimensions 8.6cm x 5.4cm x 1.5cm 8.6cm x 5.4cm x 1.7cm

36

Table 3.1: Comparison between model a and b

Model a Model b

Ethernet/Internet

Dual USB Connector

512MB Memory

Technical feature
Chip Broadcom BCM2835 SoC full HD

multimedia applications processor
Broadcom BCM2835 SoC full HD
multimedia applications processor

CPU 700 MHz Low Power ARM1176JZ-
F Applications Processor

700 MHz Low Power ARM1176JZ-
F Applications Processor

GPU Dual Core Video Core IV®
Multimedia Co-Processor

Dual Core Video Core IV®
Multimedia Co-Processor

Memory 256MB SDRAM 512MB SDRAM
Ethernet None onboard 10/100 Ethernet RJ45 jack
USB 2.0 Single USB Connector Dual USB Connector
Video output HDMI (rev 1.3 & 1.4) Composite

RCA
(PAL and NTSC)

HDMI (rev 1.3 & 1.4) Composite
RCA (PAL and NTSC)

Audio output 3.5mm jack, HDMI 3.5mm jack, HDMI
Onboard storage SD, MMC, SDIO card slot SD, MMC, SDIO card slot

operating system Linux Linux

Dimensions 8.6cm x 5.4cm x 1.5cm 8.6cm x 5.4cm x 1.7cm



37

Model B is the higher-spec variant of the Raspberry Pi, with 512 MB of RAM, two USB

ports and a 100mb Ethernet port. It’s our most popular model: you can use it to learn about

computing; to power real-world projects (like home breweries, musical machines, robot

tanks and much more); as a web server; a bit coin miner; or you can just use it to play Mine craft.

Figure 3.2: Raspberry pi model b

Raspberry Pi Package Contains

1. Raspberry Pi Model B (CN Ver.) x 1
2. Case H for RPi × 1
3. Anti-slip buttons x 4
4. Copper heat sinks x 2
5. DVK511 x 1
6. 2.2inch 320x240 Touch LCD (A) x 1
7. LCD1602 (3.3V Blue Backlight) x 1
8. PL2303 USB UART Board (type A) x 1
9. AT45DBXX Data Flash Board x 1
10. PCF8563 RTC Board x 1
11. PCF8574 IO Expansion Board x 1
12. 74LVC8T245 Board x 1
13. 8 Push Buttons x 1
14. Infrared Remote Controller x 1
15. DS18B20 x 1
16. USB Type A Plug to Micro B Plug Cable x 1
17. 26-pin flat ribbon cable x 1
18. 4-pin 2-pin wires pack x 1
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19. USB Type A Plug to Receptacle Cable x 1
20. Ethernet Cable x 1
21. User guide CD x 1

Table 3.2: Package Contains

1 2+3 4 5

6 7 8 9

10 11 12 13

14 15 16 17

18 19 20 21

3) MBED

The MBED Microcontrollers are a series of official MBED prototyping modules based

on the MBED HDK. They provide fast, flexible and low-risk and professional rapid prototyping

solutions to jump start your design.

They are packaged in a 40-pin 0.1" DIP form-factor convenient for prototyping with

solder less breadboard, strip board, and through-hole PCBs. They include a built-in USB
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programming interface that is as simple as using a USB Flash Drive. Plug it in, drop on an ARM

program binary, and it's up and running!

MBED Microcontroller Variants

MBED NXP LPC11U24 MBED NXP LPC1768

Order Order
Intended
applications

USB Devices
Battery powered
8/16-bit applications

Ethernet
USB Host
Powerful applications

Best for low power
Best for low cost
chip
Best for performance
Best connectivity
Specifications of core

Core ARM Cortex-M0 ARM Cortex-M3
Frequency 48MHz 96MHz
FLASH 32KB 512KB
RAM 8KB 32KB
Power 1-16mA (Vb) 60-120mA (Vin)

Peripherals
Ethernet
USBHost
USBDevice
SPI (2) (2)
I2C (1) (2)
CAN (2)
AnalogIn (6) (6)
PwmOut (8) (6)
AnalogOut (1)
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Figure 3.3: MBED LPC176

3.3.2 Input Audio Devises

1) Microphone (SGC-598)

1.Transducer Principle: Back Electret Condenser

2.Directivity Characteristic: Cardioid

3.Frequency Response: 50Hz-16KHz

4.Sensitivity: -32dB±3dB(0dB=1V/Pa at 1KHz)

5.Sensitivity Tone Up: +10dB

6.Bass Filter: 60Hz 10dB/octave

7.Output Impedance: 2000Ω±30%

8.Power Requirement: 1.5V AA battery

Feature

1. High sensitivity condenser microphone specially designed for camera

2. Cardioid directivity characteristic can effectively reduce the ambient noise
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3. Optional +10dB sensitivity tone up and 200Hz bass filter meet the demand of different

applications

4. Shock proof design can reduce the mechanical noise of cameras and other vibration noise

5. Rugged alu mic housing features effective EMI resistance

6. Powered by 1.5V AA alkaline battery, playtime is up to 100hrs

7. Low power indicator

Figure3.4: ADMP5041microphone schematic.

2)USB Adapter

The USB audio device I will be using with my Raspberry Pi is the 7.1 Channel USB

External Sound Card Audio Adapter. The reason for using this particular USB audio device are

as follows:

1. It’s cheap

2. It doesn’t need much power

3. It’s small enough to be easily used

4. It’s supported
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Figure 3.5: This particular audio device uses the C-Media audio chipset, something that is

supported by Alsa Project in Raspbian.

When using any USB audio device, you’ll need to make sure that your Raspberry Pi is

being powered enough that it is able to support a USB-powered device. If you’re running your

Raspberry Pi from a mains adapter then you should be all set.

Features:

 Simple USB 2.0 Connection (Backwards Compatible w/ USB 1.1)

 7.1 Channel Surround Sound

  Full-Duplex Playback/Record

 Support 48/44.1 KHz Sampling Rates For Both Playbacks and Recordings

  SPDIF Optical Digital Input And Output

  Line-In Input For Direct Recordings

  Separate Left And Right Microphone Inputs For True Stereo Recordings

 3.5mm Jack For Your Headphones
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Table 3.3: Specifications Of USB Adapter

Model: NBA-200U

Interface: USB

Ports & Connectors: Headphone

Line-In

Front / Surround / Center & Bass / Back Speakers

S/PDIF In/Out

Dimensions: 100 x 58 x 26mm

3.3.3 Transceiver

the next list of transceivers used with the previous microcontrollers Consecutively:

1)WIFI Shield

The Arduino WIFI Shield allows an Arduino board to connect to the internet using the

802.11 wireless specifications (Wi-Fi). It is based on the HDG104 Wireless LAN 802.11b/g

System in-Package. An Atmega 32UC3 provides a network (IP) stack capable of both TCP and

UDP. Use the Wi-Fi library to write sketches which connect to the internet using the shield. The

WIFI shield connects to an Arduino board using long wire-wrap headers which extend through

the shield. This keeps the pin layout intact and allows another shield to be stacked on top.

The Wi-Fi Shield can connect to wireless networks which operate according to the

802.11b and 802.11g specifications.
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Figure 3.6: Arduino Wi-Fi shield

2)Tenda WIFI Dongle

w311m is an 802.11n compliant wireless high gain USB adapter that provides up to 8x

faster wireless speeds and 6x better wireless reception over 802.11g/b devices .It connects your

desktop or notebook computer with the available USB port to your wireless network for internet

access and file sharing .

main features:

1. Wireless N standard , speeds of up to 150mpbs.

2. 6x greater wireless range than wireless g products.

3. Secure your network with 64/128-bit WEP ,WPA and WPA2.

4. Supports soft AP to extend a wireless network.
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Figure3.7: Tenda 311m

3) Nrf24l01 Wireless Transceiver

The Nordic Semi nRF21L01+ is a single-chip, 2.4GHz band wireless transceiver, capable

of up to 2Mbps air data rate, multi-point reception, and auto-acknowledge / auto-retransmit. The

nRF24L01+ consumes only 11.3mA while transmitting, and 13.5mA while receiving. It has a

simple 6-pin digital connection, including a 4-wire SPI interface, an interrupt pin and dedicated

transmit/receive enable pin. Spark fun's module includes a chip antenna, and claims a range of

100m.

Figure 3.8: Nrf24l01 Wireless Transceiver.
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Table 3.4 : Pin connection between MBED and the transceiver

nRF24L01+ Signal Name MBED pin

Vcc VU*

Gnd Gnd

MOSI p5

MISO p6

SCK p7

CSN p8

CE p9

IRQ p10

3.3.4 Router (TL-WR702N)

This part describes the router which is a device responsible to connect the Wi-Fi shield

with the android device with the deaf person.

The TL-WR702N is designed for use with tablets, smart phones, handheld game consoles

and other portable electronic wireless devices. The device, which can be powered by an external

power adapter or USB connection to a computer, can conveniently connect to the internet and
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share the connection around an average sized room at 150Mbps.The device’s tiny size makes it

ideal for use on the road and is powerful enough to satisfy almost any basic wireless application

requirement.

Flexible Power Supply—Easy to Take on the Road: TL-WR702N has a Micro USB port

and can be powered by an external power adapter or via a USB connection to a computer. When

traveling, users can plug the TL-WR702N into their computer’s USB port and share their Wi-Fi

connection with family and friends.

Figure 3.9: TL-WR702N power supplies.

Highlights:

1. 150Mbps wireless data rates ideal for video streaming, online gaming and internet

calling.

2. Tiny - Ideal for home and travel use.

3. Supports AP (default), Client, Router, Repeater and Bridge modes.

4. Powered through a micro USB port by an external power adapter or USB

connection to a computer.
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Figure 3.10: TL-WR702N Router 150Mbps Wireless N Nano Router

Features:

1. Compatible with IEEE 802.11b/g/n

2. Wireless speed up to 150Mbps

3. Compact and portable, small enough to take on the road

4. Powered through a micro USB port by an external power adapter or USB

connection to a computer

5. Compatible with almost all 2.4GHz Wi-Fi devices

6. Supports AP, Router, Client, Bridge and Repeater operation modes

7. Supports WEP, WPA/WPA2, WPA-PSK/WPA2-PSK encryptions

3.3.5 Smart Phone

This part is the end device of the system describes the device that’s responsible for

receiving the processed data from the Wi-Fi network, and display the text messages to the deaf

person who hold the device .for this device we will use android program to make an application.

Figure 3.11: S2 smart phone.
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Android (Operating System)

Android is a Linux-based operating system, designed primarily for touch screen mobile

devices such as smart phones and tablet computers. Initially developed by Android, Inc., which

Google backed financially and later bought in 2005, Android was unveiled in 2007 along with

the founding of the Open Handset Alliance: a consortium of hardware, software, and

telecommunication companies devoted to advancing open standards for mobile devices. The first

Android-powered phone was sold in October 2008.

Features of Android:

As Android is open source and freely available to manufacturers for customization, there

are no fixed hardware and software configurations. However, Android itself supports the

following features:

1. Storage — Uses SQLite, a lightweight relational database, for data storage.

2. Connectivity — Supports GSM/EDGE, IDEN, CDMA, EV-DO, UMTS,

Bluetooth (includes A2DP and AVRCP), WiFi, LTE, and WiMAX.

3. Messaging — Supports both SMS and MMS.

4. Web browser— based on the open-source WebKit, together with Chrome’s V8

JavaScript engine

5. Media support— Includes support for the following media: H.263, H.264 (in 3GP

or MP4 container), MPEG-4 SP, AMR, AMR-WB (in 3GP container), AAC, HE-

AAC (in MP4 or 3GP container), MP3, MIDI, Ogg Vorbis, WAV, JPEG, PNG,

GIF, and BMP

6. Hardware support— Accelerometer Sensor, Camera, Digital Compass, Proximity

Sensor, and GPS

7. Multi -touch— supports multi-touch screens

8. Multi -tasking— supports multi-tasking applications

9. Flash   support— Android 2.3 supports Flash 10.1.

10. Tethering — supports sharing of Internet connections as a wired/wireless hotspot
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Android versions

Android has gone through quite a number of updates since its first release. Table 1-1

shows the various versions of Android and their codenames.

Table3.5: A Brief History of Android Versions

ANDROID VERSION RELEASE DATE CODE NAME

1.0 September 23, 2008 Alpha

1.1 February 9, 2009 Beta

1.5 April 27, 2009 Cupcake

1.6 September 15, 2009 Donut

2.0\2.1 October 26, 2009 Éclair

2.2 May 20, 2010 Froyo

2.3 December 6, 2010 Gingerbread

3.0 February 22, 2011 Honeycomb

4.0 October 18, 2011 Ice Cream Sandwich

4.1 July 9, 2012 Jelly Bean

4.4 October 31, 2013 KitKat

3.3.6 Smoke sensor

A smoke detector is a device that detects smoke, typically as an indicator of fire.

Commercial, industrial, and mass residential devices issue a signal to a fire alarm system, while

household detectors, known as smoke alarms, generally issue a local audible or visual alarm from

the detector itself.
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Basic Information:

1. Model NO.: L&L-168W.

2. Application: Home.

3. Usage: Smoke.

4. Frequency: 433MHz.

5. Export Markets: Global.

Feature:

1. Easy to install and use popular and finished design.

2. Reliable and steady Special single chip, intelligence control and self-test.

3. Compatible and light alarm, wireless signal output and self-restoration.

4. Compatible with burglar alarm system, interphone and so on.

Figure 3.12: L&L-168W smoke detector

3.4 System Hardware Design

3.4.1 Hardware System Design Abstraction:

The general block diagram describe the main component of the system and how its

integrated with each other to achieve the system objectives.

Figure 3.13: shows the general block diagram for “Interactive House System For Deaf

People " which is consist of three parts .
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1) Input part: The input system component is use to input the data required and the voice

signals and send it to the microprocessor to be processed. It consists of:

1) Microphone.

2) USB Adapter.

2) Process part: This part is responsible for the signal processing in the system. It consist

of raspberry pi microcontroller.

3) Output part: this part is responsible for send the processed data from the microcontroller

to the display with the deaf person and display the text massage on the device. It consists

of:

1) Tenda WIFI Dongle.

2) Wi-Fi Router.

3) Smart Phone: this device has the ability of dealing with android programs

applications.

3.4.2 Input System Design

This section describe the input part of the system and how the component integrated to

each other and to the microcontroller , and analyze it from what we need and show its input data

and output data as subsystem in the main system . Figure.(3.2) shows the general input system .

Figure 3.14: Input system

3.4.3 Output System Design

This section describes each component that connected to the microcontroller as output

component as subsystem of our system.
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The system is supposed to be implemented wirelessly, and the Wi-Fi technology was

chosen for this particular purposed; with that in mind, the network design becomes relevant on

these two axes, where it is need to:

1) Design and implement wireless sensor network (WSN) using Wi-Fi technology with

star topology.

2) Design the process to gather data and send it to the smart phone.

Figure 3.15: Output system.

3.5 System Software Design

3.5.1 HMM Speech Recognition

In automatic speech recognition, the task is to find the most likely sequence of word that

match to the "feature vector" that extracted from the speech; that the Forward -backward

algorithm works as.

The HMM observations are drawn from a Gaussian probability distribution. The

observations of each state are described by the mean value and the variance of a Gaussian

density. The general steps for voice recognition are:

1) Recording the voice signal using “Sound Wave Recorder" program.

2) Extracting signal features" the mean value and the variance" using MFCC and

save them in a template.

3) Receiving external voice from surrounding environment.

4) Compromising the external signal to that saved in template.

5) Sending the appropriate word to the arduino output.
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The next figure describes the steps of voice recognition using HMM.

Figure 3.16: Voice recognition flow chart

There are three fundamental problems for HMMs:

1) Given the model parameters and observed data, estimate the optimal sequence of

hidden states.

2) Given the model parameters and observed data, calculate the likelihood of the

data.

3) Given just the observed data, estimate the model parameters.

The next figure shows the steps of hmm algorithm that solve the three problems:

1) Calculation of p(O/  ) using  forward algorithm to solve the first one.
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2) Finding the optimal state sequence using Viterbi algorithm to solve the second.

3) Calculation of the highest probability over all probabilities using EM algorithm to

solve the third.

Figure 3.17: HMM flow graph.

Limitations of speech recognition software

There are many issues with speech recognition software for users with particular needs or

who have specific ways of working.

1) The software runs too slowly: Speech recognition systems would need a

computing system which uses modern technology with a lot of memory. People

working with large applications and other business users will benefit from having

additional space. Most people can’t type as fast as they speak, and this should

make voice recognition software faster than typing something into the device.

This may not be the case all the time as the corrections and the proofreading

required after dictating a document would take up time.
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2) Poor recognition: The software may not recognize proper nouns, such as

uncommon surnames or brand names until they are added to the program’s word

library. There can also be a problem when the device is not getting sufficient

signal from the microphone or if the user is not clear enough. However, the users

who have unusual accents may not be able to make full use of the voice

recognition programs.

3) Difficulty spotting mistakes in work: This particular problem is for those with

speech ailments such as dyslexia. Such users should choose a package which

would include a text-to-speech system personalized for the user.

4) Vocal Strain: By using speech recognition software, a user might have to speak

louder than usual. There is however no definite scientific connection vested

between the use of speech recognition software and damage to the voice. Talking

loudly for long periods of time will always carries the possibility of hoarseness

and straining of the voice.

5) Environmental Factors: A quiet environment is the ideal one for using voice

recognition programs, especially if the user does not own a microphone that filters

surrounding noises. Voice recognition software may be unable to distinguish

voices in a loud environment, and might even use the background sounds to

generate text which will confuse the user.

How to use the software efficiently

1) Using Good Microphone.

2) Proper Network Coverage.

3) Fluent Reading.

Even the best voice recognition software systems will sometimes make blunders.

Unnecessary sounds and other background noises which might even be the noise of kettle

boiling, will contribute to the number of errors. The software will work more efficiently if the

microphone is closer to the speaker. A microphone that is more distant will tend to increase the
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number of mistakes. Some of the similar sounding words such as two, to and too will be bound

to mix up a sentence or two.

This advancement of technology will be extremely beneficial to users for numerous

reasons, and it is important to note that the use mechanical human voice interpretation in

enterprises would be a huge risk, and in fact, for many important tasks, this would be disastrous.

3.5.2 Feature Extraction Principles

In  speaker  independent  Automatic  Speech Recognition  Feature  extraction  is  the

process  of  retaining  useful  information  of the  signal  while  discarding  redundant  and

unwanted  information  or  we  can  say  this process  involves  analysis  of  speech  signal.

However,  in  practice,  while  removing the unwanted information, on may also lose some

useful  information  in  the  process .

Figure 3.18: Speech Recognition Process

The algorithm has been chosen is the (MFCC), since it improve the quality and

robustness against the others. Also in this algorithm the frequencies of sounds are arranged

according to the human ear.

MFCC technique and Time domain analysis helps to extract features from speech signal

and compare the unknown speaker with the exits speaker in the database.

Figure 3.19: MFCC technique
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In chapter 3, we discussed the conceptual design of the system in details

including the idea, the main system parts, flow charts that describe the interaction

between them, and the algorithms that will be applied.

In this chapter we will dig more deeply in the implementation side of the

project. Section 4.1 will focus on the electrical considerations in the design including

the main circuit diagram, electrical calculations, and will discuss other possible

variation of the design beside the advantages and disadvantages of each one. The

electrical design should support all specified requirements for the voice recognition

algorithm to work well. However, in section 4.2 we will address the main hardware

limitations that require some modifications on the proposed algorithm. The new

algorithm itself will be explained here while its software implementation will be

leaved to the next chapter. The last section of this chapter is the voice recognition

algorithm and will be done outside the c++, so it was included here as a transition

from the hardware to the software chapter. Note that the datasheets of all used

components are given in the appendix A while the complete software code is

available in CD provided with the documentation.

4.1 Detailed Circuit Design

The whole circuit of the system is the microcontroller (raspberry bi) and it's
accessories .
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4.1.1 Raspberry Pi Accessories

Figure 4.1: Raspberry Pi Accessories.

1) SD card

It’s the most important component, since it will contain the operating system

of the Raspberry Pi and all files that will be used with it .the class 4 SD card size must

be at least 2GB up to 32GB at most. Whatever the installer or a standalone

distribution image, the minimum size SD card recommended is 8GB unless for the

multimedia purposes it's better to use 16GB. This will give us the free space we need

to install additional packages or make programs of our own.
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Figure 4.2: Raspberry Pi With SD Card.

2) USB charger

The device is powered by 5v micro USB. Exactly how much current (mA) the

Raspberry Pi requires is dependent on what you look up to it. We have found that

purchasing a 1.2A (1200mA) power supply from a reputable retailer will provide you

with ample power to run our Raspberry Pi.

Typically, the model B uses between 700-1000mA depending on what

peripherals are connected, and the model A can use as little as 500mA with no

peripherals attached. The maximum power the Raspberry Pi can use is 1 Amp. If I

need to connect a USB device that will take the power requirements of the Raspberry

Pi above 1 Amp then I must connect it to an externally powered USB hub.

The power requirements of the Raspberry Pi increase as I make use of the

various interfaces on the Raspberry Pi. The GPIO pins can draw 50mA safely (that is

50mA distributed across all the pins. An individual GPIO pin can only safely draw

16mA), the HDMI port uses 50mA, the camera module requires 250mA, and

keyboards and mice can take as little as 100mA or over
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Figure 4.3: USB Charger Connected To Raspberry Pi.

2) Mouse and Keyboard

Mouse and keyboard should be connected to the Raspberry Pi in order to

control the unit.

Figure 4.4: Keyboard Connected To Raspberry Pi.

4) Screen

It’s the display device on Raspberry Pi .It’s used to display the graphical

interface of the operating system of the Raspberry Pi to interact with it .It can be
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connected to any high resolution screen with an HDMI or VGA input port . It can also

be connected to an old screens using RCA Video cable. Note that the screen can be

abandon later on .

Figure 4.5: HD Screen Connected To Raspberry Pi.

5) USB hub

Since the Raspberry Pi has only two USB ports, we may need USB Hub which

used to connect the extra devices on the Raspberry Pi. The hub can be connected to

external power source in the case the power of the Raspberry Pi is not sufficient to run

these devices.

Figure 4.6: USB Hub
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6) USB sound adapter

The Raspberry Pi comes with a 3.5mm analogue stereo audio output, but not

input .In the project we are interesting in getting sound into Raspberry pi to get its

features and recognize it . This can be achieved by connecting USB audio device on

the raspberry pi . The device that has been used is the 7.1 Channel USB External

Sound Card Audio Adapter. It Comes bundled with Xear 3D Sound simulation

software, and turns your stereo speaker or earphones into a 7.1 channel environment!

USB2.0 Full-Speed (12Mbps) Specification USB HID Class Specification 1.1 USB

Audio Device Class Specification 1.0 .

Figure 4.7: USB Sound Adapter

7) Wi-Fi dongle

It's a device used to connect the Raspberry Pi to a Wi-Fi network. The Tenda

W311M Wireless-N150 USB Wi-Fi Dongle is the perfect device for that purpose. The

unit uses the plug and play Relink RT5370 Chipset, which requires no set up or

installation on Raspian, XBMC or OpenElec, and features an integrated 2dB antenna

to give you clear and constant Wi-Fi signal. It's a great upgrade from our Nano

Raspberry Pi Wi-Fi Dongle when you just need a little more range, but still want a
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small dongle! These dongles are low power (<100mA nominal draw), so plug directly

into the Raspberry Pi USB ports without the need for an external USB hub.

The Tenda W311M Wireless-N150 USB Wi-Fi Dongle Features:

1. Tested for Compatibility with the Raspberry Pi

2. Plug & Play - Requires No Installation. Can be used straight from the

GUI via the Wi-Fi Config Program.

3. Plugs straight in the Raspberry Pi USB Port - Requires No External

Power.

4. Relink RT5370 Chipset & 2dB Integrated Antenna @ 2.4GHz

5. Specification

6. Complies with IEEE 802.11n (Draft 2.0), IEEE 802.11g, IEEE 802.11b

Standards

7. Wireless Speed Up to 150Mbps over 11n

8. Supports 20MHz/40MHz frequency width

9. Transmit Power 17dBm (Max)

10. Provides two work modes: Infrastructure and Ad-Hoc

11. Supports Soft AP to allow other wireless network to be connected

12. Operating Temperature: 0℃ to 45℃
13. Supports PSP, WII and NDS connecting to Internet and Xlink Kai

14. Supports Security: 64-/128-bit WEP, WPA-PSK, WPA2-PSK, WPA-

PSK/WPA2-PSK and WPS

15. Supports WMM to make your voice and video more smooth

16. Dimensions: 38.4mm × 17.2mm × 7.9mm
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8) Cables

HDMI-VGA or HDMI-HDMI cables which use to connect the raspberry Pi to

the high screen resolution to display the desktop and the graphical interface for the

Raspberry Pi .

Figure 4.8: HDMI-VGA And HDMI-HDMI Cables.

4.2 Raspberry Pi OS and How To Set Up The Raspberry Pi

In this section we will describe the operating system for the raspberry pi : its

requirement and how to get start with raspberry pi  .

There are three several different operating system officially in Linux can be

used for the raspberry pi: Pidora (based on Fedora); Arch Linux (a DIY OS);

and Raspbian (Debian). Raspbian is the recommended to run the raspberry with .

Raspbian is a Debian-based free operating system optimized for the Raspberry

Pi hardware; using the LXDE desktop environment .It is the current recommended

system, and was officially released in July 2012, although it is still in development. It

is free software and maintained independently of the Raspberry Pi Foundation. It is

based on ARM hard-float (armhf)-Debian 7 'Wheezy' architecture port ,that was

designed for a newer ARMv7 processor (or one with Jazelle RCT/ThumbEE, VFPv3

and NEON SIMD extensions built-in) whose binaries would not work on the

Raspberry Pi, but Raspian is compiled for the ARMv6 instruction set of the Raspberry

Pi making it work but with slower performance. It provides some

available deb software packages, pre-compiled software bundles. A minimum size of
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2 GB SD card is required for Raspbian, but a 4 GB SD card or above is

recommended. The downloaded Raspbian Wheezy image file has to be unzipped and

then written to a suitable SD card, formatting it for use.

To get start with raspberry pi , Raspbian should be installed to the SD card ,

which can be done following procedure .

First of all you have to connect the raspberry pi to the computer , and format it

to ensure it works with FAT32 file system .

The recommended method for flashing an SD for use in a Raspberry Pi is a

program called Win32DiskImager. Once The program have been downloaded,

download the Raspbian distribution. This can be found on the Raspberry Pi

website under the heading “Raspbian ‘wheezy’”. Once the ZIP file downloads, extract

the image from the zip.

In Win32DiskImager, select the image file you extracted from the Raspbian

distribution above using the file picker. Once you have made sure you have the

correct image file and drive letter for your SD card, click “Write” (not read) to flash

the SD card. This will take less than five minutes on average and you can see the

current progress in the Win32DiskImager window. Once the flash completes, you can

exit the program.

Figure 4.9: Disk Imager Window.
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4.2.1 Start The Raspberry Pi and Set Up Devices

When you finish the writing, plug the SD card into the raspberry Pi, connect

the screen, the mouse and keyboard .plug it to the charger and it will begin to boot.

Since it’s the first time to connect the raspberry pi .Its setting must be

adjusted. When you start it for the first time a setting window will appear

And here some options that we concern of :

 Expand_rootfs : this option will give you the ability to expand the

system files in order to take advantage of the hole space on the SD

card.

 Boot_behaviour : give you the ability to get into the graphical interface

or command line.

After make this sittings, the Raspberry will reboot and will enter to the system.

The desktop of the system will appear on the screen.
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Figure 4.10: Raspberry Pi Desktop

4.2.2 Setting Up The USB Audio Adapter

Now we will connect the rest of the devices (Audio USB Sound Adapter and

The Wireless USB Adapter)

Before starting, make sure that Raspberry Pi is switched off , connect the USB

audio device to its USB hub port. Power up the Raspberry Pi and, once it has booted,

open the LXTerminal app. To make sure that the USB audio adapter device is being

detected by both the hardware and software of the Raspberry Pi enter the following

command and press enter key .

$ lsusb
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Figure 4.11: Display Information Regarding Attached USB Devices.

This will display information regarding attached USB devices. As you can see,

the last device listed in the screenshot above is the USB audio device labeled as C-

Media Electronics, Inc. Audio Adapter.

We use command to display the currently set audio device, which will still be

the built-in audio. This command displays various information regarding the current

audio device.

$ amixer

Figure 4.12: Simple Mixer Control.
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Now we have to install the sound alsa utilities and make the USB audio

adapter is the default one by the commands:

pi@raspberrypi ~ $ sudo apt-get update

pi@raspberrypi ~ $ sudo apt-get install upgrade

pi@raspberrypi ~ $ sudo apt-get install alsa-utile

pi@raspberrypi ~ $ sudo modprobe snd_bcm2835

Now it’s ready to be used.

A second method

Figure 4.13: USB Audio Device.

The USB audio device should be automatically installed.  Go in to the LXDE

GUI and open a LXTerminal window and type the following and press Enter:

pi@raspberrypi ~ $ sudo apt-get install alsa-utile
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This will install a package of ALSA utilities if you don't already have them

(ALSA stands for Advances Linux Sound Architecture). Then type "alsamixer" and

press Enter: pi@raspberrypi ~ $ alsamixer

_

This will run the AlsaMixer application in a LXTerminal window:

Figure 4.14: AlsaMixer Application In a LXTerminal Window.

This shows the on-board audio device's playback control (note that the chip is

called "Broadcom Mixer"). Press "F6" and you should see a small pop-up "window"

with all the available sound cards listed.

Figure 4.15: A small Pop-Up "window" With All The Available Sound Cards Listed.
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The item "0 bcm2835 ALSA" is the on-board audio device, and the item "1

C-MediaUSB Audio Device" is the USB audio device. Use the arrow keys to select

the "1 C-MediaUSB Audio Device" item and press Enter:

Figure 4.16: The Playback Controls For The USB Audio Device.

This shows the playback controls for the USB audio device. Use the right and

left arrow keys to select the control you wish to adjust and then use the up and down

arrow keys to adjust the level. With "Speaker" selected, pressing "m" key on your

keyboard will toggle the mute function on the audio output (when muted, "MM"

appears instead of "OO" at the bottom of the control). Likewise, the "Mic" control

(which actually refers to the level of microphone input fed back through to the audio

output) can be muted, and is shown so in the above screenshot (note the "MM" at the

bottom of the control). The "Auto Gain Control" item cannot be adjusted with the

arrow keys, but can be turned on and off by pressing the "m" key.

Now, if you press "F4" the display will change to show the audio capture control for

the USB audio device:
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Figure 4.17: The Audio Capture Control For The USB Audio Device.

This control is used to adjust the level of audio input from the audio device to

the Raspberry Pi, and may be muted by pressing the space bar on your keyboard (but

this will not mute the audio fed back through to the audio output).

If you press "F5" you will be able to see and adjust the playback and capture controls

together in the same window:

Figure 4.18: Adjust The Playback And Capture Controls Together In The Same
Window.



75

The above screenshot shows the "Speaker" playback control set to 50%, the

"Mic" capture control set to 50%, but the "Mic" playback control is muted (and also

reduced to zero) and the "Auto Gain Control" is turned on.

The following final section of this second method is optional.

There is a "proper" graphical user interface available for the AlsaMixer application.

To download and install it type the following at the command line prompt and

press Enter:

pi@raspberrypi ~ $ sudo apt-get install alsamixergui

Once installed, you will find the "Alsamixergui" application under the "Sound &

Vision" submenu of the "Start Menu" in the LXDE GUI.

Figure 4.19: Alsamixergui application.

This application works in a similar way to the AlsaMixer application (although note

that in the above screenshot the "Mic" controls have been swapped over). In practice I

actually found the basic AlsaMixer application (when run in a LXTerminal window)

easier to use than the AlsaMixerGUI version, not least of all because the GUI version

does not allow you to choose which audio device you want to control - you can only

control the "default" ALSA audio device.



76

To make the USB audio device the default ALSA audio device, you need to create a

file called ".asoundrc" in the "/home/pi" folder containing the following text:

pcm.!default {

type hw

card 1

}

ctl.!default {

type hw

card 1

}

If there already is a file called ".asoundrc" in the "/home/pi" folder then

append the above text to the end of the existing file.

Once you have saved and closed the ".asoundrc" file you should be able to control the

USB audio device using the AlsaMixerGUI application. The above procedure

assumes that the on-board audio device is designated "card 0" and that the USB audio

device is designated "card 1", but this should be the case as long as you do not have

any other audio devices connected to your Raspberry Pi.

4.2.3 Setting Up The USB Wireless Adapter

Before starting, make sure that Raspberry Pi is switched off , connect the USB

wireless  device (Tenda W311M ) to its USB hub port. Power up the Raspberry Pi

and, once it has booted, open the LXTerminal app. To make sure that the USB

wireless adapter device is being detected by both the hardware and software of the

Raspberry Pi enter the following command and press enter .

$ lsusb
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This will list all the connected USB devices ,The line you're looking for is:

Bus 001 Device 005: ID 148f:5370 Relink Technology Corp. RT5370 Wireless Adaptor

If it's there, it's been installed correctly

Figure 4.20: USB Devices Port.

We then need to set up the dongle to connect to our network .To do this, we

are going to edit the wpa_supplican conf. file. First of all, backup this file:

pi@raspberrypi ~ $ sudo cp/etc/wpa_supplicant/wpa_supplicant.conf /etc/
wpa_supplicant/wpa_supplicant.conf.bak

Now edit the file:

pi@raspberrypi ~ $ sudo nano /etc/wpa_supplicant/wpa_supplicant.conf

If this is the first time you have edited this file, then you should see the

following:
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Figure 4.21: Wi-Fi dongle Configuration.

Now to connect to your wireless network. Simply add the following (no spaces

between network={ ) :

network={

ssid="<SSID of your Wi-Fi network>"

psk="<the password for this network>"}

Figure 4.22: Wi-Fi Connection Setup
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Once you have edited the file, save and close the file .Now we need to stop

wlan0:

pi@raspberrypi ~ $ sudo wpa_action wlan0 stop

Then load it back up with the new wpa config:

pi@raspberrypi ~ $ sudo ifup wlan0

4.2.4 RPi Programming

The Raspberry Pi Foundation recommends Python as a language for learners.

Any language which will compile for ARMv6 can be used with the Raspberry

Pi, though; so you are not limited to using Python. C, C++, Java, Scratch, and Ruby

all come installed by default on the Raspberry Pi.

Figure 4.23: installing geany
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4.3 IP Datagram Encapsulation

We looked at several ways that protocols at various layers in a networking

protocol stack interact with each other. One of the most important concepts in inter-

protocol operation is that of encapsulation. Most data originates within the higher

layers of the OSI model. The protocols at these layers pass the data down to lower

layers for transmission, usually in the form of discrete messages. Upon receipt, each

lower-level protocol takes the entire contents of the message received and

encapsulates it into its own message format, adding a header and possibly a footer that

contain important control information.

A good analogy for how encapsulation works is a comparison to sending a

letter enclosed in an envelope. You might write a letter and put it in a white envelope

with a name and address, but if you gave it to a courier for overnight delivery, they

would take that envelope and put it in a larger delivery envelope.

Due to the prominence of TCP/IP, the Internet Protocol is one of the most

important places where data encapsulation occurs on a modern network. Data is

passed to IP typically from one of the two main transport layer protocols: TCP or

UDP. This data is already in the form of a TCP or UDP message with TCP or UDP

headers. This is then encapsulated into the body of an IP message, usually called

an IP datagram or IP packet. Encapsulation and formatting of an IP datagram is also

sometimes called packaging—again, the implied comparison to an envelope is

obvious.
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Figure 4.24: The encapsulation process

If the message to be transmitted is too large for the size of the underlying

network, it may first be fragmented. This is analogous to splitting up a large delivery

into multiple smaller envelopes or boxes. In this case, each IP datagram carries only

part of the higher-layer message. The receiving device must reassemble the

message from the IP datagrams. So, a datagram doesn't always carry a full higher-

layer message; it may hold only part of one.

The IP datagram is somewhat similar in concept to a frame used in Ethernet or

another data link layer. The important difference, of course, is that IP datagrams are

designed to facilitate transmission across an internetwork, while data link layer

frames are used only for direct delivery within a physical network. The fields included

in the IP header are used to manage internetwork datagram delivery. This includes

key information for delivery such as the address of the destination device,

identification of the type of frame, and control bits.
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After data is encapsulated into an IP datagram, it is passed down to the data

link layer for transmission across the current “hop” of the internetwork. There, it is of

course further encapsulated, IP header and all, into a data link layer frame such as an

Ethernet frame. An IP datagram may be encapsulated into many such data link layer

frames as it is routed across the internetwork; on each hop the IP datagram is removed

from the data link layer frame and then repackaged into a new one for the next hop.

The IP datagram, however, is not changed (except for some control fields) until it

reaches its final destination.

4.4 Android Application

The Android Tools is comprised of a number of tools:

1. Android Studio

Figure 4.25: Android Studio.
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2. Eclipse plugins

Figure 4.26: Eclipse plugins.

a. Edit, compile and debug support for Android projects, including
code completion on Android resources.

b. Visual editors for layouts and manifest files.
c. Integrated perspective for hierarchy viewer, ddms (see below), etc.

3. Emulator.

Figure 4.27: Emulator.
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4. SDK & AVD Manager - download SDK components, create AVD, create Ant-

based projects.

5. Hierarchy viewer - analyze the hierarchy of views in an application.

6. DDMS - monitor a phone or emulator, grab screenshots, view memory usage,

etc.

7. Command line tools.
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In this chapter we will focus on the software part of the project; whether the

software code was used to develop the voice recognition engine or being implemented

at lower levels for processing purposes. The power of three programming languages

was combined in this project to get all possible advantages of the underling hard-

ware. The result is simply a powerful and reliable system dedicated to develop,

compare and test different voice recognition algorithms .

The main software was implemented on the microcontroller, It contains the

hmm algorithms and encapsulation code to be prepared for transmitting over WI_FI,

on the receiver side the android language was used to develop the sms receiver

application.

The following programming tool used to develop the components specified in

the decoding phase as they are presented here, with a small description to illustrate

their use and their relevance to this project:

Microsoft Visual Studio 2010

An integrated development environment (IDE) available from Microsoft is

used to in the development of C++ Code, As shown in Figure():

Figure 5.1: C++ Programming Tool.
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5.1 speech recognition

The speech recognition system implemented during this project trains one

hidden Markov model for each word that it should be able to recognize. The models

are trained with set of training data, and the classification is performed by passing the

features to each model and then selecting the best match.

The first step is real time capturing  voice into microcontroller, this achieved

by c++ library (Rtaudio) .

RtAudio is a set of C++ classes that provide a common API (Application

Programming Interface) for real time audio input/output across Linux, Macintosh OS-

X and Windows operating systems. RtAudio significantly simplifies the process of

interacting with computer audio hardware. It was designed with the following

objectives:

1. object-oriented C++ design

2. simple, common API across all supported platforms

3. only one source and one header file for easy inclusion in programming

projects

4. allow simultaneous multi-api support

5. support dynamic connection of devices

6. provide extensive audio device parameter control

7. allow audio device capability probing

8. automatic internal conversion for data format, channel number compensation,

(de)interleaving, and byte-swapping
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To configure and compile (on Unix systems and MinGW):

1. Unpack the RtAudio distribution (tar -xzf rtaudio-x.x.tar.gz).
2. From within the directory containing this file, run configure:

./configure

3. Typing "make" will compile static and shared libraries.

4. From within the "tests" directory, type "make" to compile the example programs.
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A few options can be passed to configure, including:

--enable-debug = enable various debug output

--with-alsa = choose native ALSA API support (linux only)

--with-oss = choose OSS API support (linux only)

--with-jack = choose JACK server support (linux or Macintosh OS-X)

--with-core = choose Core Audio API support (Macintosh OS-X only)

--with-asio = choose ASIO API support (windows only)

--with-ds = choose DirectSound API support (windows only)

Typing "./configure --help" will display all the available options. Note that

you can provide more than one "--with-" flag to the configure script to enable multiple

API support.

If you wish to use a different compiler than that selected by configure, specify

that compiler in the command line (ex. to use CC):

./configure CXX=CC

The tool used to record the voice signals is "Audiocity":

Audacity is free, open source, cross-platform software for recording and

editing sounds
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Figure 5.2: Audiocity Platform

5.2 Feature extraction

The next step after capturing the voice signal is feature extraction ,so as

mentioned the MFCC used .in MFCC the frequency bands are equally spaced on

themel scale, which approximates the human auditory system's response more closely

than the linearly-spaced frequency bands used in the normal cepstrum. This frequency

warping can allow for better representation of sound.

5.2.1 Hamming Window

The source speech is sampled at 8000 Hz and quantized with 16 bits. The

signal is split up in short frames of 80 samples corresponding to 10 ms of speech. The

frames overlap with 20 samples on each side. The idea is that the speech is close to

stationary during this short period of time because of the relatively limited flexibility

of the throat. we multiply the signal by a Hamming window to re duce spectral

leakage caused by the framing of the signal.
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5.2.2 C++ MFCC

As we mention in chapter three (3.3) which describe MFCC process, this

section will show all subsystem used to achieve MFCC in c++.

the sample time used is 5ms ,which specify the time between samples in Pre-

emphasis step ,in the next for frame blocking the buffer used to sequence the input in

a frame size of 200 points ,overlap between two successive frame is 80 point .

libmfcc parameters:

 spectral Data - array of doubles containing the results of FFT computation.

This data is already assumed to be purely real

 sampling Rate - the rate that the original time-series data was sampled at (i.e

44100)

 NumFilters - the number of filters to use in the computation. Recommended

value = 48

 binSize - the size of the spectral Data array, usually a power of 2

 m - The mth MFCC coefficient to compute

This part of the code used to extract features using the C + + language in order

to apply to the microcontroller.
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5.3 clustering

Clustering is the process of partitioning a group of data points into a small

number of clusters. K-means clustering solves:

where ci is the set of points that belong to cluster i. The K-means clustering

uses the square of the Euclidean distance d(x,μi)=∥∥x−μi∥∥22. This problem is
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not trivial (in fact it is NP-hard), so the K-means algorithm only hopes to find the

global minimum, possibly getting stuck in a different solution.

K-means algorithm

The Lloyd's algorithm, mostly known as k-means algorithm, is used to solve

the k-means clustering problem and works as follows. First, decide the number of

clusters k. Then:

1. Initialize the center of the clusters μi= some value ,i=1,...,k
2. Attribute the closest cluster to each data

point

ci={j:d(xj,μi)≤d(xj,μl),l≠i,j=1,...,n}

3. Set the position of each cluster to the mean

of all data points belonging to that cluster

μi=1|ci|∑j∈cixj,∀i

4. Repeat steps 2-3 until convergence

Notation |c|= number of elements in c
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5.4 Evaluation Code (The Forward Algorithm)

We want to calculate the probability density of an observation o1,...,oT for a

specific model. This will be used to select the model (i.e. word) that most likely

generated the speech signal.

This part of the code used in C ++ inside the microcontroller to calculate the

forward algorithm.

Figure 5.3: Evaluation Algorithm.
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5.5 Threshold

It is important to use (Threshold) because the system will apply the process of

voice recognition constantly; To avoid mistakes, for example: that the system detect

voice although not occur .

5.6 Training (The Baum-Welch algorithm)

The following programming tool used to develop the components specified in

the training phase as they are presented here, with a small description to illustrate

their use and their relevance to this project:

RStadio

RStudio IDE is a powerful and productive user interface for R. It’s used for

training the hidden markov model .
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Figure 5.4: Rstadio Programming Tool

HMM training is the final step before the system becomes ready to be used in

real-time. We want to find the parameters λ that maximize the likelihood of the

observations. This will be used to train the hidden Markov model with speech signals.

The Baum-Welch algorithm is an iterative expectation-maximization (EM) algorithm

that converges to a locally optimal solution from the initialization values.
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5.7 The Android User interface

Figure 5.5: shows what the preceding looks like when rendered on the Android Emulator.

Receiving SMS messages:

Besides sending SMS messages from your Android applications, you can also

receive incoming SMS messages from within your application by using a Broadcast

Receiver object. This is useful when you want your application to perform an action

when a certain SMS message is received.

One interesting characteristic of the Broadcast Receiver is that you can

continue to listen for incoming SMS messages even if the application is not running;

as long as the application is installed on the device, any incoming SMS messages will

be received by the application.

Creating a Broadcast Receiver for Wi-Fi P2P Intents

A broadcast receiver allows you to receive intents broadcast by the Android

system, so that your application can respond to events that you are interested in. The
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basic steps for creating a broadcast receiver to handle Wi-Fi P2P intents are as

follows:

1. Create a class that extends the Broadcast Receiver class. For the class'

constructor, you most likely want to have parameters for

the WifiP2pManager, WifiP2pManager.Channel, and the activity that this

broadcast receiver will be registered in. This allows the broadcast receiver to

send updates to the activity as well as have access to the Wi-Fi hardware and a

communication channel if needed.

2. In the broadcast receiver, check for the intents that you are interested in on

Receive(). Carry out any necessary actions depending on the intent that is

received. For example, if the broadcast receiver receives a

WIFI_P2P_PEERS_CHANGED_ACTION intent, you can call the request

Peers() method to get a list of the currently discovered peers.

The following code shows you how to create a typical broadcast receiver. The

broadcast receiver takes a WifiP2pManager object and an activity as arguments and

uses these two classes to appropriately carry out the needed actions when the

broadcast receiver receives an intent:

/**
* A BroadcastReceiver that notifies of important Wi-Fi p2p events.
*/

public class WiFiDirectBroadcastReceiver extends BroadcastReceiver {

private WifiP2pManager mManager;
private Channel mChannel;
private MyWiFiActivity mActivity;

public WiFiDirectBroadcastReceiver(WifiP2pManager manager,
Channel channel,

MyWifiActivity activity) {
super();
this.mManager = manager;
this.mChannel = channel;
this.mActivity = activity;

}

@Override
public void onReceive(Context context, Intent intent) {

String action = intent.getAction();
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if
(WifiP2pManager.WIFI_P2P_STATE_CHANGED_ACTION.equals(action)) {

// Check to see if Wi-Fi is enabled and notify
appropriate activity

} else if
(WifiP2pManager.WIFI_P2P_PEERS_CHANGED_ACTION.equals(action)) {

// Call WifiP2pManager.requestPeers() to get a list of
current peers

} else if
(WifiP2pManager.WIFI_P2P_CONNECTION_CHANGED_ACTION.equals(action)) {

// Respond to new connection or disconnections
} else if

(WifiP2pManager.WIFI_P2P_THIS_DEVICE_CHANGED_ACTION.equals(action)) {
// Respond to this device's wifi state changing

}
}

}
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6
CHAPTER SIX
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6.3 WI-FI Testing
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In the previous chapters, we explained the idea behind the project, and we

discussed the conceptual design as well as the implementation of both hardware and

software parts . the plan was to implement the system into microcontroller, However,

we faced many problems with that, Start from the zero point which was difficult and

consumed a lot of time so that the suggested voice recognition algorithms do not have

enough time to be tested and optimized. For that, this project will be considered as a

first stage in building a voice recognition engine that is able to operate in real-life

environment and achieving a good recognition  accuracy.

This chapter is dedicated to test the performance of the system, The

performance will be tested through three parts: the first is to test the USB adapter and

microphone which are the input devices for the system. The second is to test the

system as recognition engine. The final part is to test the output device which is the

WI-FI dongle.

6.1 Testing USB Adapter

Input Voice signals

A voice signal enter the rpi from MIC, then system will extract the feature for

each voice command by using the suitable c++ code, which will describe in detailed

in the next section.

Each signal represents the neutrality of the human voice, most concentration

of information for each command lies below 4 KHz.

In this project we have a ten signal words to be recognized,

)صفر،تسعة،ثمانیة،سبعة،ستة،خمسة،اربعة،ثلاثة،اثنین،واحد )     the figures below show the plot for

each word, x-axis shown the sample y-axis shown the amplitude.
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Figure Signal"صفر":6.1 Figure Signal"واحد":6.2

Figure Signal"اثنین":6.3 Figure 6.4:" Signal"ثلاثة
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Figure 6.5:" Signal"أربعة Figure 6.6:" Signal"خمسة

Figure ستة":6.7 "Signal Figure سبعة":6.8 "Signal
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Figure ثمانیة":6.9 "Signal Figure تسعة":6.10 "Signal

To test the microphone we used VLC program for recording and playback:

Figure 6.11: VLC tool.
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6.2 Test The Main Software

6.2.1 Voice signal (testing RtAudio)

As mentioned in ch5 the configure is the 2nd step of RtAudio installing, these

errors appear after configuration:

The solution is to replace (#include <stdlib.h>,#include <limits.h>)

with(#include <cstdlib>,#include <climits>)into RtAudio.cpp.

The third step is make and we choose (--with ALSA),so we configure the

driver of audio to be ALSA (LINUX_ALSA : The Advanced Linux Sound

Architecture API)
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Figure 6.12: ALSA configuration.

To capture voice signal

pi@raspberrypi Rrtaudio/rtaudio/testes ~ $ mmake recorde_raw.cpp 1 44100 9

where:

 1:the number of channels.
 44100:sampling rate.
 9:device number (taken from the (pi@raspberrypi~ $ lsbs)

command)

Figure 6.13: USB Devices Port.
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constructor and destructor

RtAudio::RtAudio ( RtAudio::Api api = UNSPECIFIED )

The class constructor.

The constructor performs minor initialization tasks. An exception can be

thrown if no API support is compiled.

If no API argument is specified and multiple API support has been compiled,

the default order of use is JACK, ALSA, OSS (Linux systems)

RtAudio::~RtAudio ( ) throw ()

The destructor:

If a stream is running or open, it will be stopped and closed automatically

6.2.2 Training

After voice data had been collected, they were applied to the baum welsh for

training. In this section we will show the output of the training  matrices which are the

Transition and Emission matrices.

HMM training is the final step before the system becomes ready to be used in

real-time. We want to find the parameters λ that maximize the likelihood of the

observations. This will be used to train the hidden Markov model with speech signals.

The Baum-Welch algorithm is an iterative expectation-maximization (EM) algorithm

that converges to a locally optimal solution from the initialization values.

In both matrices the first the total sum of the first raw must be equal one.

Table 6.1: Training Result

word Emission matrix Transition
matrix
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6 5 4 3 2 1 S2 S1
صفر S

1 4.76E-014.08E-09
0.0085223

735.16E-019.28E-064.14E-16

1.82E-061.60E-01
0.3359690

694.35E-062.41E-012.63E-01

0.85129420.1487058

0.0432720.956728
S
2

واحد S
1 3.37E-01

0.3122457
42.61E-15

0.3479612
1

0.0023207
147.91E-05

4.70E-07
0.0100019

52.68E-01
0.0107696

4
0.4200663

832.91E-01

0.9010796
4

0.0989203
6

0.0874106
5

0.9125893
5S

2
اثنین S

1 s1
0.4157241

7
0.0005293

142.91E-012.83E-01
0.0062713

68
0.0041732

74

s2
0.0417872

4
0.5195314

141.14E-141.50E-31
0.2730830

48
0.1655983

02

0.9273154
2

0.0726845
8

0.0632957
9

0.9367042
1S

2
ثلاثة S

1 4.30E-01
0.0033649

11
0.5071124

58
0.0526757

32.32E-22
0.0070598

17

4.52E-23
0.2292578

58
0.0096397

91
0.2768612

31.39E-01
0.3454600

15

0.9193120
5

0.0806879
5

0.0407558
9

0.9592441
1S

2
اربعة S

1
0.4566856

5
0.0085941

55
0.0091155

17
0.5097439

1
0.0145525

9
0.0013081

77

0.0311072
3

0.2268346
94

0.2649389
42

0.0016369
57

0.2525804
5

0.2229017
26

0.8977367
70.1022632

0.0500238
70.9499761S

2
خمسة S

1
0.4313551

94
0.0009535

693.27E-135.67E-012.58E-06
0.0010409

42

0.0046087
59

0.2371622
642.30E-012.28E-172.05E-01

0.3236140
55

0.8739990
90.1260009

0.0712631
80.9287368S

2
ستة S

1
0.2560047

6
0.0011058

12
0.0240976

6
0.2696632

855.23E-114.49E-01

0.0159565
3

0.2770524
29

0.2764440
9

0.0043133
964.26E-011.99E-22

0.8758286
40.1241714

0.0880771
10.9119229S

2
سبعة S

1 5.93E-014.96E-242.43E-234.05E-01
0.0005324

5
0.0018099

77

8.26E-063.23E-012.50E-011.19E-23
0.3275920

5
0.0998362

24

0.8860106
70.1139893

0.0606031
80.9393968S

2

6.2.3 system performance

After performing experiments to optimize number of states and emissions, the

following results have been reached.  The following figures represent the success rate

at different states and emissions number and rate of detection for each word.
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Figure 6.14: Rate Of Detection.

Standard deviation:

Standard deviation is the expression of the variability of a population, the

standard deviation is commonly used to measure confidence in statistical conclusions

,if the value of standard deviation of the system is low the result is good , our standard

deviation is(0.0435610682452424)

which is very good.
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word

x=[0,1,2,3,4,5,6,7,8,9];
y=[0.972,0.91,0.955,0.899,0.92,0.90,0.898,0.87,1,
0.983];
plot(x,y,'-g')
ylabel('Rate of Detection','FontSize',12,...

'FontWeight','bold','color','r');
title('System Performance','FontSize',12,...

'FontWeight','bold','color','r');
xlabel('word','FontSize',12,'FontWeight','bold','
color','r');
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The next code used to plot standard deviation.

6.2.4 Decoding

the decoding algorithm return the label of the maximum likelihood (

byte argmax = getIndexOfMaximumValue(logLikelihood, _MODELS);

maxLogLikelihood = logLikelihood[argmax];

return argmax;

cout<<'\n'<<_Labels[maxModelIndex]<<'\n';)

by testing the algorithm with random sequence the result return one of the
labels.

y=[0.972,0.91,0.955,0.899,0.92,...
0.90,0.898,0.87,1,0.983];
s = std(y);
plot(x,z,'-g')
ylabel('Standard Deviation','FontSize',12,...

'FontWeight','bold','color','r');
title('System Performance','FontSize',12,...

'FontWeight','bold','color','r');
xlabel('word','FontSize',12,'FontWeight','bold','colo
r','r');
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6.2.5 Clustering

The used cluster algorithm is Kmean clustering with K(number of cluster )

equals to 2 and number of iteration equals to 20 . The clustered input matrix has the

features of the voice signal .

Figure 6.16: K Mean Clustering For 1 Signal.

1000 1500 2000 2500 3000 3500
0

500

1000

1500

2000

2500

3000

3500

Samples

Am
pl

itu
de

k mean clustring for 1 signal

Cluster 1

Cluster 2
Centroids



113

Figure 6.17: K Mean Clustering For 0 Signal.

Figure 6.18: K Mean Clustering For 2 Signal.
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Figure 6.19: K Mean Clustering For 3 Signal.

6.3 WIFI Testing

After wlan0 has come back up, check to see if you have connectivity:

sudo wpa_cli status

Figure 6.20: Testing WiFi On Raspberry Pi
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Figure 6.19: K Mean Clustering For 3 Signal.
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Figure 6.19: K Mean Clustering For 3 Signal.
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If you can see an ip_address, chances are you have successfully connected to

your Wi-Fi network

Figure 6.21: Web Browsing Via Raspberry Pi.

WinsSCP program used to transfer files from lab top to raspberry pi via

Ethernet cable
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The next steps for setting the connection:

Figure 6.22: Setting The Ethernet Connection.
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7
CHAPTER SEVEN

Challenges and Future Works

7.1 Main Challenges

7.2 Future Works
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In this Chapter we will talk about the biggest challenges we faced during the

implementation and the proposed solution for each one. Then the conclusion will be

stated and the chapter will be ended up with the future works.

7.1 Main Challenges

1- During the using of mat lab in programming and applying the voice

recognition system we meet some challenges :

2- Choosing the appropriate microcontroller to apply the system.

3- The real time processing which made a delay in getting the desired

results.

4- Applying the system algorithm, which was not easy because the huge

size of the matlab. So we had to look for a smaller program. We had to

use C++ an spatial operating system for the Raspberry Pi which we

didn't deal with it before.

5- The time that the project component took from us to get them, because

we ordered them from outside of the country, which cast a huge waste

of time which retarded the work on the project.

7.2 Future Works

1- There are many ideas to upgrade the project and use it in different

application :

2- Make Arabic sound library which gathers the Arabic words and letters.

3- Use the voice recognition application in lectures rooms to write the

words on a big screen which make the writing easy for the lecturer and

for the students.

4- Find another algorithm for voice recognition.

5- Use the voice recognition for translating from Arabic to other

languages to help people.
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