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 Abstract  
 

The art of Tajweed and linguistic properties of Arabic has always been an 

interesting field for research. However, it‟s a new research field with computer science. 

This project represents the problem of Quran recitation verification for Quran readers and 

Imams around the world. In this project real time Quran speech recognition will be used 

to solve this problem using the “Banana Pi” microcontroller. The process will start by 

collecting Quran speech from the reader using a microphone. After sampling the signal, 

preprocessing should be done to the signal, and then features vectors that will be 

extracted to be matched with the most similar phrase from the database, where the 

recognition will be using efficient and reliable algorithm which is “Dynamic Time 

Wrapping” - DTW. The result will be displayed on a monitor connected to the 

microcontroller with a notification if needed in the case of making mistakes. 
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هدإء  إ 
 

ٌِ وأعطويا أنام العطاء ركع اللاثي أنهاثًا إلى ٌِ حباً  نٌ أقدانه ٌِ وأعهاره ، أرواحه ٌِ دنائه

ٌِ يا.. وثصهيهاً ودافعاً لغدٍ أجهل ٌِ  في إلا الأنل يزى لا نٌ إليك ... أعيًك

 

 هو ثهاراً كايوا يقطفوى الآى هو الزضِا، وها أشجاراً خضراءَ وأضقَويا سرعويا الذيٌ آبائًا إلى

 ...بالجهيل والعزفاى الشكز كلهات ثفيكو لا نٌ يا إليكو.. غارضوها

 

.. أجهل ثالية خطوة إلى بأيديًا وأخذت جواريا الى وقفح لطالها الجي الخفية الأرواح إلى

 …وانجًايًا الجشيل شكزيا إليكو

  

إلى هذٍ الأرض الطِهور ثزاها، وإلى كل شُهدائًا الأبزار الذيٌ بذلوا أرواحهو فداء لًا  

.. إلى قُدضًِا الحبيبة.. وللقُدص، إلى كل أأرايا الذيٌ يقبعوى في غياهه الطِجوى ُ لهاً وقهزاً 

 

ٌَ عبزوا إلى ٌَ لو وثزكوا حياثًا في كُلِ الذي .. القدر لحكهةٍ أعدِها يعبزوا الأثز، وكلِ اللذي

 ...بكُو ثُجوِج يجاحاثًا
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Chapter 1: Introduction 
 

This chapter presents an overview of the project, including the project idea 

description, the problem statement, project objectives, system requirements, scope of the 

project, motivations, methodology, and project documentation outline. 

1.1 Overview 
By the year 2014 as the world became so connected to technology in everything, 

people have recently preferred the automated systems in their Smartphones, tablets, 

laptops, or any technological tool that would ease accomplishing their needs and save 

time. 

 

As this project has been produced from the decision to do something related to our 

religion, culture and Muslims all around the world, a raised problem –which is faced by 

many Muslim prayers, especially the Imam while reciting in aloud prayers- is that it‟s 

possible to forget the next words in a verse, or the next verse, or one might jump to 

another similar verse in another sourate or page. Moreover, there is the need for a modern 

and technological approach for self-learning methods to recite the Quran, which can 

improve the learning process of the Quran and also optimize the study time of the 

students. 

 

Since speech is considered as the most widely used and natural means of 

communication between humans, it‟s an obvious substitute for such means of keyboard 

or interactive screens in the communication process. Regarding this project, many IT 

tools may provide technological help and solve such a problem by receiving the reader‟s 

voice and processing it. 

So, the aim of our project is to develop an automatic speech recognition system that 

recognizes sites of verses the reader is reading, with input of Imam Quran recitation and 

output of the read Quran page displayed on a screen in front of him. 

 

The discussion will mainly be about speech recognition –a part of signal processing 

technology, which is highly demanded for many useful applications-, in addition with 

various components from artificial intelligence that incorporates with the recognition 

needs. 

1.2 Project idea description 
The project idea is to build and develop a Quran voice recognition system that listens to 

the Quran reader‟s voice while reading, detect in which page and verse the reader is 
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reading, and display that page on a display screen. If the reader makes any mistake while 

reading, the system should detect the mistake and correct the reader if he skips to another 

verse or page. However, the system is implemented on Banana Pi microcontroller as an 

embedded system. 

1.3 Project objectives 
1. To help the Imam while reciting in aloud prayers from making mistake such as 

skipping to another or similar verse in Quran by developing a system that can 

recognize where he‟s reading and keep following with him. 

2. To help Quran students to recite the Quran by an automated self-learning method, 

that will optimize the studying time and improve the learning process. 

3. To develop an embedded system that combines feature extraction and recognition 

of Quran. 

4. To define the best algorithm for Quran voice recognition. 

1.4 System requirements 
1. Collect the input speech, pre-process it and extract the features from it to produce 

a set of features vector. 

2. To decide the best training tool to train the machine using the features vector 

against the stored features. 

3. Match the unknown features vector produced from the input against the database 

to find the best match. 

4. Display the best matched verse and the few following verses from the database. 

1.5 Motivations 
1. In the aloud prayers, the Imam is usually reading Quran by heart, and many 

Imam‟s make mistakes while reading, such as, jumping to another alike verse and 

page, or they may forget the next verse or some words, so our system will solve 

this problem by detecting where the Imam is reading and guide him. 

2. The need for modern approaches to be used as self-learning method to recite 

Quran that would improve the learning process and optimize the study time. 

1.6 Project scope: 
This project is a research and system based project since its purpose is to build an 

embedded system using a microcontroller, and trying to make something new with the 

Quran speech recognition area by finding the best algorithm to give the satisfying match 

between input verses and the stored ones. 

 

Signal processing and voice recognition are the main fields in this project, where the 

system will receive the input Quran voice from the reader through a microphone, and 

extract the feature form it to find the read verse and page through probability matching. 
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1.7 Problem statement 
To build a small and cheap independent embedded system that can listen to the 

Imam in aloud prayers and detect the verse that he‟s reading, then display it on a screen 

after extracting the features and give the exact match from Quran verses features stored in 

the system‟s database. 

1.8 Methodology 
The work will depend on two major steps. Firstly -as a prerequisites- to have a 

good background in Signals and Systems theory, and to be related as much as possible 

with related researches and experiments that have been already published. Also it‟s 

required to have the knowledge in the Quran manner and tones, since the system will be 

implemented for such a specific and finite set of verses. Secondly; along with the system 

implementation on the hardware, MATLAB simulations will be hold to ensure the 

correctness of each step during the process. 

1.9 Project outline 
This project documentation contains 6 chapters, and below are the titles and 

summaries of each one: 

Chapter 2 highlights the key of related researches, algorithms and techniques that are 

related and relevant with this research, in terms of commonly used of features extraction, 

classification and pattern matching techniques used, and provides an overview on the 

Raspberry Pi microcontroller and its features. 

Chapter 3 provides an architecture design for Quran speech recognition system. The sub-

topics for this chapter include the research design of this project and its implementation, 

as well as many other diagrams that represent the logical and physical designs of the 

systems. 

Chapter 4 contains a description of the software used, flowcharts, algorithms used, and 

how the system runs. 

Chapter 5 contains experimental data and results as well as other extra information, 

analysis and discussion of the result obtained after the training and testing procedures 

executed on the system. Also, an evaluation of the performance of the overall system. 

Chapter 6 summarizes the work accomplished and discussed the possibilities and the 

recommendations for future work. 
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Chapter 2: Background 
 

This chapter highlights the key of related researches such as the Arabic language, 

the art of Tajweed, and the linguistic properties of Arabic. It also highlights algorithms 

and techniques that are related and relevant with this research, in terms of commonly 

used features of extraction, classification and pattern matching of techniques used. Also 

to provide an overview on the Banana Pi microcontroller and its features. 

2.1 Arabic language: 
Recently, speech recognition has become one of the top topics in signal processing, 

and many useful applications rely on it.  The main area of this project is Quran speech 

recognition, which is in the Arabic language [1]. 

 

Arabic is a language that is widely used, it‟s a mother tongue for more than 350 

million people in the world. Also, hundreds of millions speak passive Arabic to read the 

Quran. However, it‟s considered as one of most complex languages in the world [2, 3]. 

 

As we know, each person has a different voice, thus, the input speech could differ 

between any speaker and another according to many factors. Here in Arabic we have 

some important factors which are unique such as the Harakat and prolongation which 

could make any sentence different than from itself according to how the speaker 

pronounced it and produces another sound. 

2.2 The art of Tajweed: 
“Tajweed” is an Arabic word meaning proper pronunciation during recitation, as well 

as recitation at a moderate speed. It is a set of rules which govern how the Quran should 

be read [1]. The Tajweed follows many flexible rules and different ways of reading called 

“Qiara‟a”; they‟re 10 basic recitation ways for the Quran like: Hafs, Kaloun, Warsh…, all 

are correct [2].  

Moreover, Tajweed has a set of rules called “the Ahkam” such as Idgham, Ithhar, 

Ikhfa‟, and Ghunna. Most of these rules should be applied by the reader while reading. 

Thus, all of these combinations of rules and ways of reading create a big difference 

between Arabic reading and Quran reading [4]. 

Also, in the art of Tajweed, there are different “Maqamat” in reading, used by the 

reciters to vary the tone of their recitation [4]. This also plays a role in varying the 

reader‟s voice which is another challenge for Quran voice recognition. 

 

Here are the most important Tajweed rules affect the Quran recognition aspect [4]: 

i. Necessary prolongation of 6 vowels. 

ii. Obligatory prolongation of 4 or 5 vowels. 



5 
 

iii. Permissible prolongation of 2, 4 or 6 vowels. 

iv. Normal prolongation of 2 vowels. 

v. Nasalization (ghunnah) of 2 vowels. 

vi. Silent unannounced letters. 

vii. Emphatic pronunciation of the letter R. 

 

Some echoing may be noticed in Quran recognition as a result of applying these rules, 

and can be prevented and canceled by filtering. 

2.3 Linguistic properties of Arabic 
The Arabic language has many features which make it a special and complex one as 

we mentioned earlier. It consists of 28 letters: 25 constants and 3 vowels (a, u, i) [5, 6]. 

 

Arabic letters are mostly connected, and there‟s no capitalization in Arabic such as 

English or other languages. Each letter of these letters may have 2 to 4 shapes: isolated 

shape, at the beginning of a word, in the middle, or at the end of a word [7]. 

 

Each one of these letters could be directed by a diacritic, or more called “Harakat” for 

setting up the grammatical functions and vary the pronunciation. There are 6 diacritics in 

Arabic which are: 

i. Fatha: "  َ  "  / a / 

ii. Damma: "  ُ  "  / u / 

iii. Kasra: " ِ  " / i / 

iv. Sukon: "  ْ  "  /silence/ 

v. Shadda: " ّ  "  / constant doubling / 

vi. Tanween:  the /n/ with Fatha, Damma, or Kasra 

 

So, in this project the targeted space of Arabic language is for Quran recognition, 

moreover; some constraints should be considered such as choosing “Qira‟atHafs” and 

reading with acceptable Tajweed skills.  
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2.4 Voice recognition: 
Speech recognition is the translation of spoken words into text, which can be used for 

either identification or verification purposes. The process in figure (2.1) is described with 

brief details next.  

 

 

 
Figure2.1: Recognition system architecture 

For such a recognition system, the following steps are required to do the process: 

1- Pre-processing: used to simplify and improve the feature extraction, with a main 

procedure that can help as: 

a. Noise and Pre-Emphasis Filtering and Smoothing. 

 

2- Feature extraction: the process of extracting measurements from the input to 

differentiate among classes [8], and here we‟re looking for unique, discriminative 

and robust signature to differentiate between each verse. Some of the techniques 

to extract features are:  

a. Linear Predictive Coding (LPC) coefficients extracted from speech tokens, 

converted to Cepstral coefficients and used along with neural networks. It 

is sensitive for noise, and still can be modified to reduce its sensitivity [9]. 

b. Spectrographic Analysis: [10] implemented a strategy to extract a 

spectrogram for each Arabic phoneme depending on a specific frequency 

band. However, its problems are in the execution time and the difficulty to 

get automated.  

c. Mel-Frequency Cepstral Coefficient (MFCC): convert the speech 

waveform into the form of parametric representation, and it‟s one of the 

most popular techniques for feature extraction [11]. It‟s based on the 

frequency domain of Mel scale for human ear scale –according to human 

frequency bandwidth- [12]. When dealing with frequency domain, the 

system will be less sensitive for physical condition of speakers‟ vocal cord 

or the speech waveforms themselves [13]. The extraction process for 

MFCC is done by seven steps: Preprocessing, Framing, Windowing, DFT, 

Stage1: Training Stage 2: Testing/ Recognition 
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Mel-Filterbank, Logarithm, and Inverse DFT. 

3- Training/ classification 

Spoken language recognition is placed under the class of pattern recognition, and 

the next classification tools can be used for such a model: 

 

a. Hidden Markov Model (HMM): 

Implemented to recognize handwriting [14], and also used for speech 

recognition. The structure consists of  

● States: the hidden part of the input. 
● Transitions: links between the states. 
● Observations: the known part of the input and it depends on 

states. 

 

b. Artificial Neural Network (ANN) 

A computational model based on the brain nervous system, simulating 

the nervous interconnecting to solve artificial intelligence problems. It 

consists of layers of nodes (neural) connected to each other, and the 

NN function defined as: a “class of functions“ obtained by varying 

parameters, connection weights, or specifics of the architecture such as 

the number of neurons or their connectivity [15]. 

 

c. Dynamic Time Warping (DTW) 

An algorithm used to find the best alignment between two signals by 

applying a piecewise linear mapping of the time axis to align both 

signals, and in other words; it‟s a technique used to measure the 

similarity of two signals that vary in time or speed [16]. 

 

 

4- Recognition  

Referring to the previous techniques, three ways are used to compare the 

output of the classification process with the saved data: 

a. HMM: when comparing features, we take the highest matching 

probability according to a Gaussian distribution of the data set. 

b. ANN: Vitrebi search [17] is applied to find the best path score. 

c. DTW: using the Euclidean distance mapping function, the path that 

minimizes the distance between two words will represent the best 

match. 
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2.5 Banana Pi microcontroller 
In this project, the whole processing of the voice recognition and feature matching 

will be on a microcontroller gets the input Quran voice from the microphone and displays 

it on a monitor. 

Banana Pi is a single board powerful microcontroller that was developed early 

months of 2014; it can run different operating systems such as: Raspbian, Ubuntu, 

Android, and Debian. 

As a microcontroller, it has the biggest RAM among other microcontrollers; its RAM 

is 1 GB, which is double of the new Raspberry Pi model B+. Also, it has a Dual Core 1 

GHz, an SD slot up to 64 GBs, and2x USB 2.0 host, 1x USB OTG. It has a built in 

microphone, and it‟s able to output up to 1.6A, which means users can drive an external 

HDD without an extra power supply [18].  

The monitor that will be used should have an HDMI interfacing to be compatible with 

the Banana Pi. 
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Figure2.2: Banana Pi Input/ Output (Front side) 

 

 
Figure2.3: Banana Pi Input/ Output (Back side) 
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Chapter 3: Analysis and Design 
 

This chapter provides an analysis of the system, its detailed requirements, and an 

architecture design for Quran speech recognition system. The sub-topics for this chapter 

include the research design of this project and its implementation as pre-processing, 

feature extraction, and feature matching, as well as many other diagrams that represent 

the logical and physical designs of the systems. 

3.1 System analysis 
In this section and the following sections of this chapter the whole processing that 

happens inside the microcontroller, algorithms and techniques will be covered clearly. 

First, the collected input Quran voice will be filtered and will get rid of the noise 

and echoing. After that, features will be extracted using Mel-Frequency Cepstral 

Coefficients (MFCC) feature extraction technique which will output a set of features 

vector represent the important characteristics and features in the Quran speech. Then, the 

read verse could be detected and classification could happen by one of the classifications 

options; Hidden Markov Model (HMM), or by Dynamic Time Wrapping technique 

(DTW). 

 

3.1.1 Quran voice recognition system as physical components 
Mainly, our system will consist of 3 components; a microphone collecting the 

Quran speech voice from the reader passing it to the Banana Pi microcontroller that will 

do the whole processing of the system and finally a monitor connected via HDMI cable 

to display the page that the reader reads figure (3.1). 

 

 

3.1.2System detailed requirements 
1- Collect the input speech via a microphone. 

2- Filter the input speech from noise. 

3- Digitize the filtered speech. 

4- Extract the features from it to produce a set of features vector by MFCC. 

5- Store the features vector in a database for DTW feature matching / build the HMM 

for each speech frame and store it in the database. 

Figure3.1: Overview of the Quran embedded system 
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6- Feature matching: match the unknown features vector produced from the input 

against the features vector stored in the database to find the matches, or against the 

HMM models stored. 

7- Decide the best match as the highest probability match of features vectors in the 

database. 

8- Display the best match verse and the few following verses from the database. 

 

3.2System design 
In order to develop the Quran voice recognition 

system and generally in voice recognition, the 

following techniques specified have to be 

followed: 

1. Pre-Processing. 

2. Feature Extraction. 

3. Feature Classification / Training. 

4. Recognition/ Identification. 

 
 
 
 
 

 
 
 
Figure (3.3) explains the system: 

 

 
Figure3.3: Quran embedded system 

 

Figure3.2: Main steps of the system 
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Table 3.1 shows the whole system process steps: 

 

 

Input: Quran speech 

Output: Result of page of Quran – notification for incorrect recitation. 

 

Stage 1: Building the template 

Begin 

Step 1: Input speech signal of Quran verse recitation is sampled. 

Step 2: Pre-emphasis is executed – Finite Impulse Response (FIR) filter. 

Step 3: The speech signal is framed. 

Step 4: Framed speech signal is windowed by using Hamming Window. 

Step 5: Fast Fourier Transform is applied to the windowed speech signal. 

Step 6: Mel-Frequency Cepstral Coefficients (MFCC) is calculated. 

Step7: DTW model is developed, i.e: λ (Gd, Ld) is evaluated and stored in the 

database. 

Or Step 7: HMM model is developed, i.e: λ (A, pi0, mu, sigma) is evaluated and 

stored in the database. 

End 

 

 

Stage 2: Testing/Recognition 

Begin 

Step 1: Input speech signal of Quran verse. 

Step 2: Pre-emphasis is executed – Finite Impulse Response (FIR) filter. 

Step 3: The speech signal is framed. 

Step 4: Framed speech signal is windowed by using Hamming Window. 

Step 5: Fast Fourier Transform is applied to the windowed speech signal. 

Step 6: Mel frequency Cepstral Coefficients (MFCC) is calculated. 

Step 7: DTW model is developed, i.e: λ (Gd, Ld) is evaluated. 

Step 8: The DTW values compared with stored ones in the database by 

calculating Gd and Ld. 

Step 7: HMM model is developed, i.e: λ (A, pi0, mu, sigma) is evaluated. 

Step 8: The observation sequence and HMM values, obtained from the test input 

are compared with all models present in the database, through the Viterbi 

algorithm. 

Step 9: Quran accumulation filter is applied. 

Step 10: The recognition results – verses of the recognized word is decided based 

on the maximum value of log likelihood of the test data match with trained data. 

End 

 

Table3.1: System process steps 
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3.2.1 Pre-processing: 
Mainly, pre-processing is an essential stage in voice recognition to increase the accuracy 

and efficiency of the extraction process. Also, it‟s important to enhance the readability of 

speech processing. Here is how it goes: 

3.2.1.1 Pre-emphasize filtering. 
“Pre-emphasis is considered as the first step of MFCC under the preprocessing stage 

in speech processing, which involved the signal conversion from analog to digital 
signal”[8]. 

Speech signal may suffer from additive noise, and pre-emphasizing may kill this noise 

and get rid of it. Moreover, this step is considered as the first step before MFCC feature 

extraction. 

The digitized sequence of samples x[n] stated as the relation below: 

𝑥 𝑛 = 𝑥 𝑛𝑡  
Where: T is sampling period in (samples/ sec), and n is the number of samples. 

First order high pass FIR (Finite Impulse Response) filter is used to do the pre-

emphasizing. 

 
Figure3.2: Pre-emphasized signal [19] 
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3.2.2 Feature extraction 
The feature extraction that will be done on the filtered signal consists of the following 

steps: 

1. Framing: the process will be held on the input voice in terms of segments, so the 

signal will be split into several frames of small sizes. Moreover; since windowing 

is done in the next step where some data can be lost from the beginning or the end 

of each frame, an overlapping will be made between frames to reserve data from 

any loss. 

2. Windowing: by minimizing the discontinuities at the beginning and at the end of 

each frame, the distortion in spectrum of the signal will also be minimized, and 

the common way to do that is by Hamming windowing [20] where 50% of 

overlapping to sufficient to cover the data loss[8]. 

3. Discrete Cosine Transform (DCT)  

4. is applied on each frame, and the purpose is only because the convolution of 

signal in time domain is converted to multiplication in frequency domain, which 

is easier to process later, and it‟s done by using Fast Fourier Transform algorithm. 

5. Mel Filterbank: to choose the target frequencies that contain info we are interested 

in, One of the ways is by using linear scale of frequencies, but the a better way is 

by using the scale that exists in human ear, which is Mel-scale that behaves as 

linear scale for frequencies under 1000Hz but, become logarithmic for 

frequencies above that.     

Mel (f)= 2595*log10 (1 + f/700) 

In order to do the filtering, a series of the N triangular band-pass filters is used for 

a filter bank whose center frequencies and bandwidths are selected according to 

the Mel-scale. As for choosing N; the increasing numbers of coefficients represent 

faster change in the estimated energies and thus have less information, so choose 

the first N (commonly 13) and the higher are discarded.  

 

6. Converting the obtained Mel-frequencies back to time domain by Discreet Cosine 

Transform (DCT) to get the Mel-Frequency Cepstral Coefficients (MFCC) that 

will be the features of each signal frame. 

 

3.2.3 Feature matching 
In voice recognition, there‟re different design options with feature matching, the 

most famous one and people works with is Hidden Markov Model “HMM”. On the other 

hand, Dynamic Time Warping “DTW” is another new efficient feature extraction 

technology. Moreover, both of these technologies should be implemented to work with 

the Quran Accumulation filter in the identification stage. 

In this section, we‟ll cover these two feature extraction design options, and the 

accumulation filters. 
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3.2.3.1 Dynamic time wrapping “DTW” 
Dynamic time warping is an algorithm for measuring similarities between two sequences 

of any data can be turned to a linear sequence which may vary in time or speed even if 

there we accelerations or de-accelerations. DTW 

could be used for graphics, audio, or data 

sequences [5]. 

 
 

“The time alignment of different utterances is the 

core problem for distance measurement in speech 

recognition. A small shift leads to incorrect 

identification. Dynamic Time Warping is an 

efficient method to solve the time alignment 

problem. DTW algorithm aims at aligning two 

sequences of feature vectors by warping the time 

axis repetitively until an optimal match between the 

two sequences is found. This algorithm performs a 

piece wise linear mapping of the time axis to align 

both the signals.”[20]. 

 

 

DTW works as finding the local distance 

„Euclidean distance‟ between cells of two sequences and 

then finding the global distance between the 2 aligned 

sequences to compare the corresponding elements based on this formula: 
Dist (x, y)  =  |x −  y|  =  [ (x1 −  y1)2 +  (x2 −  y2)2 + . . . + (xn −  yn)2 ]1/2 

 

And the global distance is calculated through all possible routes of the grid of each 2 

sequences  GDxy =  LDxy +  min⁡(GDx − 1 y − 1, GDx − 1 y, GDx y − 1) 

 
Figure3.6: Global distance grid [19] 

Figure3.5: System with DTW 



16 
 

3.2.3.2 Hidden Markov model “HMM” 
For building the template using the HMM algorithm, there is an additional step after 

extracting the feature, which is the training where models are generated from the input 

speech, and the models themselves are stored in the database. 

 

 Hidden Markov Model Training: 

 

The training of Hidden Markov Model is 

used to model and represent the particular 

utterances of word or phoneme from the 

Quran recitation.  

Each word or phoneme has a training set 

of k utterances -by different speakers- 

which represents the observation sequence 

of MFCC. 

𝜆= (A, B, 𝜋) 

Where: 

A: the transition matrix, 

B: observation matrix, 

𝜋: Initial state vector. 

 

And the values obtained from the λ model 

for each set of feature vectors will be 

stored in the database. 

 

 

 Hidden Markov model identification: 

 

When we get the feature ”O” to test from the input sample, the aim is to get the 

model𝜆from the database that maximizes the probability functionP(O/𝜆),  where the 

proposed algorithm for the evaluation would be the “Viterbi Algorithm“ [8] for HMM. 

 

3.2.3.3 Accumulation filters 

Kalman filter 
It‟s an algorithm with a recursive nature uses sequences of measurements results 

that are observed over time to produce estimation tend to be more precise than an 

estimation based on a single measurement. It averages an uncertainty of a system state 

with a new measurement and returns a result which has the highest probability [22]. 

The algorithm works in a two-step process. In the prediction step, it produces 

estimates of the current state variables, along with their uncertainties. Once the outcome 

of the next measurement is observed, these estimates are updated using a weighted 

average, with more weight being given to estimates with higher certainty [23]. 

 

Figure3.7: System with HMM 
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Quran accumulation filter 
Here, in our project, Quran  accumulation filter has been developed to solve the 

Quran recitation and tracking problem, and it will be used to accumulate results from 

HMM or DTW one after another to get rid of the error by accumulating results to get 

higher probability matching in real time processing while DTW or HMM works. It works 

as this: Once the outcome of the current speech frame (may be corrupted with some 

amount of error) is observed, it compares the results with the 2 previous results, and 

corrects it according to them if it was mistaken. 

 

3.2.4 Implementation programming languages 
 With implementation there’re several programming languages options, all of 
them work perfectly with the above design since they’re powerful with mathematics 
functions. 

3.2.4.1 Matlab language 
 MATLAB is a multi-paradigm numerical computing environment and fourth-
generation programming language. It allows matrix manipulations, plotting 
of functions and data, implementation of algorithms, creation of user interfaces, and 
interfacing with programs written in other languages [24]. 

3.2.4.2 Python language 
 Python is an interpreted, object-oriented, high-level programming language with 

dynamic semantics. Its high-level built in data structures, combined with dynamic typing 

and dynamic binding; make it very attractive for Rapid Application Development, as well 

as for use as a scripting or glue language to connect existing components together [25]. 

3.2.4.3 Scilab language 
 Scilab is an open source, cross-platform numerical computational package and 

a high-level, numerically oriented programming language. It can be used for signal 

processing, statistical analysis, image enhancement, fluid dynamic simulations, numerical 

optimization, and modeling, simulation of explicit and implicit dynamical systems and 

symbolic manipulations [26]. 
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Chapter 4: Software 
This chapter provides a description of the software used, some flowcharts, the 

algorithms used, and how the software developed drives the system. 

 

4.1 System development part 
In System Development part, Quran voice recognition system is developed due to 

extract, store and analyze the parameters of Quran recitation. The Mel-Frequency 

Cepstral Coefficient “MFCC” based algorithm is currently selected for feature extraction 

as it‟s discussed clearly in the previous chapter and why it‟s chosen. However, Dynamic 

Time Wrapping “DTW” based algorithm has been selected for feature matching -

classification (comparison) since it‟s a new algorithm for recognition and feature 

matching known that it‟s simple, easy to implement in any programming language, 

produce the results quickly [5], and not classified as a “Black Box” algorithm like neural 

networks or HMM [20].Here, the process of speech recording (speech samples 

collection), features extraction, features training and pattern recognition formulate the 

Quran verse recitation recognition methodology.  

 

4.2 Content development part 
In the content development part, the samples of the Quran for 5 sourates; Kahf, 

Shu‟ara, Qasas, Mo‟mnon, and Taha, 8Verses of every sourate has been collected for the 

training stage by downloading them from an online Quran database for 7 Quran certified 

reciters and have been stored in the database folder for preprocessing and MFCC feature 

extraction, and the features vectors for the reciters have been stored in the database. 

However, with the testing stage, Quran samples of the same Verses and sourates have 

been recorded via a microphone for 2 different local certified reciters and have been 

stored in a different folder for testing. Moreover, all these Quran samples stored as (.wav) 

extension. 

4.3 System flow chart 
Embedded Quran voice recognition and tracking system flow chart emphasizes on 

the system‟s flow of events. This engine has 5 main stages that include the pre-

processing, features extraction and training, testing and recognition/classification, Quran 

accumulation filter, and displaying the results. Figure 4.1 shows those selection stages as 

well as process that probably occur for each stage. 
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Figure4.1: System flow chart 
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Stage1: 
 Refer to figure 4.1, Quran speech signal will be recorded via the microphone till a 

silence, then it‟ll be pre-processed via a first order filter for smoothing, killing the noise, 

and echoing in the signal. 

 Silence detection: 

 
Figure 4.2: Silence detection 

 Time domain 

 
Figure 4.3: Signal in time domain 
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 Frequency domain 

 
Figure 4.4: Signal in frequency domain 

 
Stage2: 
 Feature extraction and training stage, the Quran signal will be framed and 

windowed before extraction the MFCC‟s features vector of the Quran samples in the 

database folder, and these vectors will be stored in the database for the speech 

recognition and feature matching stage. 

 
Stage3: 

  

Function Voting (TestVerse) 
 For each Versei stored in DB 
  Distances:= Find [Indexi, Distancei] from DTW(TestVerse, Versei) 
 EndFor 
 For each Reciterj in Distances 

Choose the nearest (min) distance with its index for Reciterj 
 EndFor 
 If (indexi has max number of occurrences) 
  Returnindexi 
 ElseIf (indices [i1, i2, i3,.., in] have max number of occurrences) 
  Returnindexi that has the minimum sum of distances  
End Function 
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In the testing stage classification will be done, a Quran recorded signal will be 

pre-processed, framed, windowed, and MFCC features vector will be extracted, and 

DTW applied as a feature matching- comparison algorithm, determining the nearest result 

for each reciter in the database, then voting will be applied for the results from the 7 

different reciters to calculate the most common results as follows: the voting algorithm 

will calculate the occurrence for each result for different reciters, if there was a single 

repetition for the same Verse index then it‟ll be final result of the voting, however, if 

there was no repetition for any verse of the 7 reciters, the nearest answer which has the 

minimum distance will be the final result, also if there were equal number of occurrences, 

will calculate the summation of distances for every repetition, and the index of the 

minimum sum will be the final result of the voting. 

 
Stage4: 

 
In the this stage, Quran Accumulation filter will be applied, which is developed 

for this system to correct the mistaken results from the previous stage as follows: at first, 

the filter will compare the first three results to detect the exact sourate, page, and Verse 

by comparing each one of them with the other 2 results, the correct 3 Verses would be 

sequential with the indexing, so if any 2 of them weren‟t sequential the filter will correct 

it according to the other 2 verses, and if the there were no any 2 sequential verses, the 

filter will wait till the 4
th

 verse from the previous stage, and correct the previous 

according to them. 

 Then, tracking the Quran reading will follows by comparing every result from the 

previous stage with previous result from the filter. Such developed filter has a beep 

notification if any of the following occurs: if the Quran reader jumped to another verse in 

the same page or another page and read two sequential verses from there, or if the filter 

detects 3 non sequential results.   

Function QuranAccumulationFilter (TestVerse sequence) 
 If (is in detecting stage) 
  //Test the first three verses 
  If (three in successive sequence) 
   detection is correct 
  ElseIf (two in successive sequence and one is out of the sequence)
   correct the wrong one and continue 
  Else 
   Fetch another test verse then detect the location of reading 
  End 
 ElseIf (is in tracking stage) 
  If (new Test verse follows the previous) 
   Continue  
  ElseIf (two successive verses don’t follow the previous) 
  //error detected from reader 
   beep //notification 
  ElseIf (three verses don’t follow the previous) 
   //error detected from both reader and system 
   beep //notification 
End Function 
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Stage5: 
 In the final stage, the system will display the resulted verse highlighted on a 

monitor, the display will start after the Quran reader reads the 3
rd

 verse to give him an 

exact and true highlighted Verse, and then it‟ll keep displaying the verse supposed to be 

read while the Quran accumulation filter keeps tracking if any mistakes occurs. 

4.4 Software programming language 
As all of the testing and verification for the feature parameters and matching 

algorithms were done using Matlab, and since there‟s no Matlab version for 

microcontrollers yet; there were several options for choosing the implementation 

languages like: Python as one of the most common open source mathematical languages, 

but there was another choice, Scilab; an open source, cross platform mathematical 

language that has almost the same syntax as Matlab with few variances.  The interfacing 

from Matlab to Scilab was done easily and there was a perfect match in the results, and as 

the code was installed and run successfully on the „Banana Pi‟, Scilab has been 

confirmed as a feasible choice for such a problem. 

4.5 Banana Pi implementation 
 The implementation on the Banana Pi has come through several stages. At first, 

Raspbian operating system has been chosen as the OS to run the Banana Pi since it‟s the 

highly compatible OS works with it. Secondly, we started converting the Matlab code to 

Scilab and making sure that there wasn‟t any syntax error during the converting by 

testing the functions one by one. Thirdly, checking the semantics of the Scilab code; in 

this stage we went through every function, checking its input and output arguments 

values, comparing them with the similar Matlab functions of the code. Finally, since 

there‟re some limited resources with the Banana Pi microcontroller such as stack size, 

RAM, and processing speed; functions optimizations were necessary and successfully 

done.Finally, the Banana Pi version with the Scilab showed the same output as Matlab. 

 Training the database: 

Figure 4.5: Training the database 
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 Running sample: 1st 8 verses from Al-Mo’mnon chapter. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 
 
 
 
 
 
 

Figure 4.6: Testing 1st 8 verses from Mo'mnon chapter 
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Chapter 5: Validation and Discussion 
 

This chapter contains experimental data and results as well as other extra 

information, analysis and discussion of the results obtained after the training and testing 

procedures executed on the system, also an evaluation of the performance of the overall 

system. 

5.1 Feature extraction analysis 
 In such developed system for Quran speech recognition, there‟re five main 

parameters that affects the accuracy of the system and its results: 

5.1.1 Frame length 
 In voice recognition and MFCC applications, most of them choose the frame 

length to be 20-25ms [8]. However, with our special case since we‟re dealing with a 

unique type of speech signal – Quran- which has special characteristics as explained in 

chapter 2, sections 2.2 and 2.3, we started doing the measurements from 5ms, increasing 

itby 5ms each time while keeping an eye on increasing the detection correctness for every 

verse. Surprisingly, with a frame length = 630ms, the system shows the best detection 

accuracy among frame lengths between 5ms and 830ms. With such a frame length we 

noticed that 630ms is the average length for reading a word in Quran. 
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Figure5.1: Frame lengths and accuracy 
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5.1.2 Frame windowing and overlapping 
By minimizing the discontinuities at the beginning and at the end of each frame, 

the distortion in spectrum of the signal will also be minimized [20], and the common way 

to do that is by Hamming windowingwith50% of overlapping between each frame and 

the next one. 

 Wave before hamming 

 

Figure 5.2: Signal before Hamming window 

 Hamming window 

 

Figure 5.3: Hamming window 
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 Signal after hamming windowing: 

 

Figure 5.4: Signal after Hamming window 

5.1.3 Number of filter banks 
 In voice recognition and MFCC applications, most of them choose initially 20 as 

the number of filter banks used for Mel frequency [20]. And since we didn‟t use more 

than the first 13 Cepstral coefficients, so there was no need to change this parameter. 

 

 
Figure 5.5: Mel filter banks 
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5.1.4 Number of features coefficients 
 With features coefficients, we obtain the first 13 Mel frequency Cepstral 

coefficients, and then getting rid of the first one since it represents the energy of the 

signal, which is not a unique value. Moreover, we had a problem with the variance in 

Quran speech signals lengths, as the short ones kept appear as results in every test for 

each verse; however, we came over this problem by taking the first and the second 

derivatives of the MFCC‟s representing the delta and acceleration for them. Practically, 

when we padded the acceleration to the MFCC vector the problem solved, and as a result 

the features vector for each frame consists of 24 coefficients. 

 

In the table below, the MFCC and acc features vector for the 1
st
 verse of Taha chapter: 

 
Table 5.1: Features vector for 1st verse of Taha chapter 

1 2.34968359648132 -1.41853275759685 -5.76973646065402 -7.14027971380390 
2 5.66211671857988 -1.73443835224215 -5.40012658473562 -3.46719659104072 
3 -18.9430867876737 -16.3007656714443 -11.8581748559274 -9.16181258637666 
4 8.54737845354208 10.9716676484324 8.21742628343901 10.5774527328074 
5 3.23789698755931 4.16544218589698 -0.0906773924931386 -2.23672010282773 
6 -2.94396916978027 -13.1376097931299 -20.2775266409352 -19.1938177200342 
7 -4.38847253604446 -1.27894967950273 1.94860123525735 5.41385259846303 
8 -8.68379447259470 -0.342923426153180 9.37774309418740 9.89334172846126 
9 -8.93350127972749 -4.95203591306825 -6.04094294889102 -4.47151130055453 
10 4.85108342735481 7.25505296721839 9.42774971454275 5.36660494875165 
11 5.91028437579174 3.12139778070898 2.18001226494431 1.01339068999253 
12 13.3343806865115 13.6516950108806 18.2856522912655 13.4066953161619 
13 -0.844527544789230 -0.222442217924506 0.530122958180719 0.976390719184750 
14 -0.542425969704596 0.376250034666898 1.08673269952075 1.16941857007073 
15 0.991771863472402 0.375201632314446 -0.458126216659399 -1.02731097104881 
16 0.0845836766595086 0.00283783185600936 -0.105479732674843 -0.128573062724722 
17 -0.701921677116769 -0.533843459386914 -0.0703526352902979 0.442980493683678 
18 -1.19031691126612 0.242907380154087 1.54471943398917 1.95644268875609 
19 0.960906374070384 0.386629303412934 -0.419272662200778 -0.974896384979460 
20 1.63185901128569 0.0955643316677513 -1.49170784359420 -2.23020623068274 
21 0.262870581045975 -0.0861302083905598 -0.407806854561736 -0.474557893739816 
22 -0.0942688191562546 -0.526003609598949 -0.643446884575334 -0.406924249775582 
23 -0.367685667516759 -0.0824282834582041 0.260874343581532 0.444162550426755 
24 0.00201525674258716 -0.406794789347816 -0.551181870462808 -0.412576682375713 

 

5.1.5 Quran speech frames and lengths 
 As mentioned before in this section, the final length for each frame is 630ms, and 

considering the 50% window overlap, the following table shows the relationship between 

Quran verses lengths and number of frames. 
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Table 5.2: Verses lengths and num. of frames 

Verse Length(sec) #of 
frames 

Verse Length(sec) #of 
frames 

 31 10  طسم 16 5  قَ مْ  قَ مْ قَ قَ  امْ مُ مْ مِ مُ نقَ 

 19 6 لامِ مْ قَ  آخامُ  امْ مِلاخامِ  امْ مُ مِ نمِ   20 6  الَّ مِ نقَ  مُممْ  مِ   قَ لامِ مِممْ  خامِ مُ نقَ 

 قَلامْ مُ    قَ قَآمْ قَ  مِنمْ  قَ قَإمِ  مُ سى  18 6  قَ الَّ مِ نقَ  مُممْ  قَنمِ  ا لَّ مْ مِ  مُ مْ مِ مُ نقَ 
ممٍ  مُ مْ مِ مُ نقَ  نقَ  مِخامْ قَ مّمِ امِ قَ مْ   قَ مِ مْ قَ مْ

13 41 

 4 1 طه 19 6   قَ الَّ مِ نقَ  مُممْ امِ للَّ خامِ  خ مِ مُ نقَ 

همِ   لقَ  قَ ى  قَ مْ مِ لقَ مِ  الَّ مِي  قَ مْ  امْ قَ مْ مُ لِلّمِلَّ
اقَممْ  قَ مْ قَ مْ اقَهمُ  مِ قَ خاً    امْ مِلاخاقَ  قَ

لقَامْ خ  قَ قَآمْ قَ  امْ مُ مْ نقَ امِلاقَامْ ى 40 13  29 9  خ  قَ مْ

همُ    قَآمّمِ خاً امِ مُ مْ مِ قَ  قَأمْسخاً اقَ مِ   اً  مِنمْ اقَ مُ مْ
يمُ قَامّمِ قَ  امْ مُ مْ مِ مِ نقَ  الَّ مِ نقَ آقَ مْ قَ مُ نقَ   قَ
سقَ خاً  خامِ خامِ  قَنلَّ اقَ مُممْ  قَ مْ  اً  قَ   ا لَّ

اى  48 15  19 6  إمِلالَّ لاقَ مْ مِ قَااً امِ قَنمْ  قَ مْ

لاقَ و   10 3  خ مِ مِ نقَ  مِآهمِ  قَ قَ  اً    33 10  ا لَّ مْ نمُ  قَ قَى  امْ قَ مْ مِ  سمْ

 
 

5.2 Classification analysis 

5.2.1 Different reciters and database 
 Within the testing stage, we recorded Quran samples for 2 local certified reciters  

each of them of 8 sequential verses for 5 different sourates to check how much 

independent is our system. As noticed, reciter 1 accuracy‟s was 65%, and reciter 2 

accuracy‟s was 68%. However, with enhancing the database; since the records initially 

chosen according to our intuition for clear records of certified reciters from the internet, 

the test cases of our samples showed considerable enhancement when adding one of the 

readers to the database then testing for the other: when we added reciter 1 Quran samples 

to the database it increased the detection accuracy to 75%, and when we added reciter 2 

Quran samples to the database it increased the detection accuracy to 71%, which clearly 

shows the improvement happened in the database. 

5.2.2 Dependent database 
The Embedded Quran voice recognition system has been implemented to be used 

as an independent system for any Quran reciter; however, an observation must be 

considered regarding this fact. The system showed perfect accuracy to match two 

different  records for the same reciter of the same verse, which means that it can function 

well for any reciter already save in the database.  
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5.3 Simulation vs. Implementation 
As we used Matlab for simulation environment, and considering that we are 

dealing with huge amount of resources under such modern computers comparing with 

small microcomputers as Banana Pi, the analyses has three stages, taking into account the 

database and test samples as follows: 

Database consists of 209 records of 8 verses from 5Sourates.  

The test samples are first 8versesfrom Al-Mo‟mnon chapter. 

 
Table 5.3: Comparison between diff. OS’s and Implementation 

 Training Time(sec) Testing Time(sec) 
Matlab–desktop version 141 33.5 
Scilab –desktop version 112 30 

Scilab –BananaPi version 495 182 
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Chapter 6: Conclusion and Future work 

 

6.1 Conclusion 
 

The main purpose of this project was to build an embedded system to help the 

Imam reading the Quran without mistakes in the aloud payers such Al-Taraweeh prayer, 

orto help Quran students to recite the Quran by an automated self-learning method, which 

will optimize the studying time and improve the learning process of the Quran.  

 

The system has been developed by Matlab for simulation, and by Scilab 

programming language for as a real application based on a Banana Pi microcontroller 

connected with a microphone and a monitor. The microphone will collect the Quran 

speech, after that, the processing starts in the microcontroller by filtering the input 

speech, then recognizing the speech using Mel Frequency Cepstral Coefficients “MFCC” 

as feature extraction technology, and with Dynamic Time Warping “DTW” feature 

matching/classification technique for identification. The resulted Quran speech verse 

match from the Quran Accumulation filter- which is developed for this system- will be 

displayed highlighted on a monitor connected with the Banana Pi via an HDMI cable.  

 

If the Quran reader made mistakes such jumping to another verse or page, the 

system will notify the reader for the error by a beep sound the reader can hear.   
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6.2 Future work 
 
 As a project have been developed for the first time of its kind, moreover; the 

result of this study solve the basic cases, many aspects can be enhanced for such a 

solution: 

I. Database:  
a. As mentioned in section 5.1.1, database optimization can be done using an 

automated algorithm (self organizing/learning) that store new records from users, 

chooses records having the best number of hits and get rid of records that do not 

match the inputs.  

b. Section 5.1.2 discussion which is the dependency; can also be an advantage, that 

is even if the system made a wrong match in the first time, with more advanced 

tools, the system can correct its references and can easily functions with almost 

perfect accuracy with reciters records stored in the database, to make a correct 

decision in the second time and later on. 

II. Quran accumulation algorithm: 
The current algorithm deals with only basic cases, but it can also be 

enhanced to deal with many other cases including the repetitions of the same 

verses or stopping in the middle of verses then reading it from the beginning 

again, one step backward then continuing reading and many other scenarios. 

III. Detection scale:  
Increase the detection accuracy to deal not only whole verses, but also in 

terms of words, so that the system would be able to detect even missing words. 
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